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ABSTRACT

In the image fusion scheme presented in this paper,
the wavelet transforms of the input images are ap-
propriately combined, and the new image is obtained
by taking the inverse wavelet transform of the fused
wavelet coefficients. An area-based maximum selection
rule and a consistency verification step are used for fea-
ture selection. A performance measure using specially
generated test images is also suggested.

1. INTRODUCTION

With the availability of multi-sensor data in many fields
such as remote sensing, medical imaging, machine vision
and military applications, sensor fusion has emerged as
a new and promising research area. The current def-
inition of sensor fusion is very broad and the fusion
can take place at the signal, pixel, feature, and sym-
bol level [1, 2]. In this paper we address the problem
of pixel-level fusion or the so-called image fusion prob-
lem. Multi-sensor data often presents complementary
information about the region surveyed, so image fusion
provides an effective method to enable comparison and
analysis of such data. The goal of image fusion is to cre-
ate new images that are more suitable for the purposes
of human visual perception, object detection and target
recognition. The use of multi-sensor data such as visi-
ble and infrared images has led to increased recognition
rate in applications such as automatic target recogni-
tion [3].

A prerequisite for successful image fusion is that
multi-sensor images have to be correctly aligned on
a pixel-by-pixel basis. Image registration techniques
have been discussed extensively in the literature and
we assume here that the images to be combined are
already perfectly registered. The simplest image fu-
sion method is to take the average of two input im-
ages. However when this direct method is applied, the
contrast of features uniquely presented in either of the
images is reduced. In order to solve this problem, sev-
eral Laplacian pyramid based (or variants of it) fusion
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schemes have been proposed in recent years [4, 5, 6].
The basic strategy here is to use a feature selection
rule to construct a fused pyramid representation from
the pyramid representations of the original data. The
composite image is obtained by taking an inverse pyra-
mid transform.

The Laplacian pyramid based image fusion tech-
niques have certain drawbacks. Often the fused im-
ages contain blocking artifacts in the regions where
the multi-sensor data are significantly different, as we
found in our experiments. In contrast, the wavelet
transform based approach proposed in this paper pro-
duces more naturally fused image even when the images
to be combined are very different. An area-besed max-
imum selection rule and a consistency verification step
are proposed for feature selection. Better tusion re-
sults, both visually and quantitatively based on a pro-
posed performance measure, have been achieved using
the wavelet transform.

For details on the wavelet transform intere:sted read-
ers are referred to [7, 8, 9]. Section 2 of this paper de-
scribes the proposed image fusion scheme anc a perfor-
mance measure to evaluate different fusion algorithms.
Section 3 presents experimental results.

2. THE IMAGE FUSION SCHEME

2.1. The Basic Algorithm

Figure 1 shows the schematic diagram of the basic
structure of the proposed image fusion scheme. First
the wavelet transforms of the images are computed.
The wavelet transform contains the low-high bands, the
high-low bands and the high-high bands of th: image at
different scales. Since larger absolute transform coef-
ficients correspond to sharper brightness changes (and
thus the “salient features” in the images), « good in-
tegration rule is to select, at every points in the trans-
form domain, the coefficients whose absolute values are
higher. In this way the fusion takes place in all the res-
olution levels and the more dominant features at each
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Figure 1: The block diagram of the image fusion scheme.

scale are preserved in the new multiresolution repre-
sentation. Subsequently a new image is constructed by
performing an inverse wavelet transform.

Due to its compactness, orthogonality and the avail-
ability of directional information, the wavelet trans-
form can effectively extract salient features at differ-
ent scales. As a result, the proposed fusion scheme
produces better results than the Laplacian pyramid
based methods. One important criterion for evaluating
an image fusion scheme is the stability of the inverse
transform from the fused multiresolution representa-
tion. The reconstruction of the Laplacian pyramid can
be unstable especially in the regions where the two im-
ages appear significantly different. As a result, artifacts
such as blocking effects are often visible. However no
similar artifacts have been observed when the wavelet
transform is adopted for image fusion.

2.2. The Feature Selection Algorithm

Since the useful features in the image usually are larger
than one pixel, the pixel-by-pixel maximum selection
rule may not be the most appropriate method. In the
fusion scheme proposed in [6], an area-based selection
rule is used. The images are first decomposed into a
gradient pyramid. The variance of each image patch
over 3 x 3 or 5 x 5 window is computed as an activ-
ity measure associated with the pixel centered in the
window. If the activity measures at the correspond-
ing locations are close to each other, the average of the
two is considered as the new value; otherwise the larger
value is chosen.

The computation of the variance can be considered
as a nonlinear high-pass filtering operation and the
Laplacian pyramid can be considered as a linear high-
pass filtering operation. Since the activity measure in
(6] is equivalent to the cascade of a linear high pass fil-
ter with a non-linear high pass filter, it does not have a
clear physical meaning. In our implementation we use
the maximum absolute value within the window as an
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activity measure associated with the center pixel. In
this way a high activity value indicates the presence of
a dominant feature in the local area. A binary decision
map of the same size as the wavelet transfcrm is then
created to record the selection results. This hinary map
is subject to a consistency verification. Specifically in
the transform domain if the center pixel value comes
from image A while the majority of the sirrounding
pixel values come for image B, the center pixel value
is switched to that of image B. In the iriplementa-
tion, a majority filter is applied to the binary decision
map; the map is then negated, followed by the applica-
tion of a majority filter, and is negated aga'n. A fused
image is finally obtained based on the new binary de-
cision map. This selection scheme helps to «¢nsure that
most of the dominant features are incorporated into the
fused image.

2.3. A Performance Measure

In the current literature there is no quantita;ive perfor-
mance measure for evaluating image fusion algorithms.
The fusion results are mostly evaluated visually. The
problem with defining a quantitative measur: lies in the
difficulty in defining an ideal composite imag;e based on
multi-sensor images or images taken at different times.
Although the best criterion should be linked with the
specific application, it is still desirable to design a per-
formance measure for the purpose of compering differ-
ent algorithms.

A simple test is to create images for which the de-
sired fusion result is known. A suitable candidate is
a pair of images containing two objects with different
distances to the camera; in one image the first object is
focused and the second object is blurred; in the other
image the first object is blurred and the second object
is focused. The ideally fused image would cc ntain both
the well-focused objects and it can be create 1 manually
by cut and paste. A performance measure p is defined
as the standard deviation of the difference image be-
tween the ideal image and the fused image:
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where I, is the perfect result and I;4 is the fused
image. One set of multi-focus test images taken at
the UCSB Image Processing Laboratory i; shown in
Figures 4(a) and (b).

It should be noted that this method is restricted
to specially created test images, and generally is not
applicable to real multi-sensor data where t1e ideal fu-
sion is ill-defined and can not be obtained manually.



Nevertheless, since the objective of selecting and incor-
porating most salient features into the fused images is
the same as in many computer vision applications, the
performance measure with respect to the multi-focus
images provides a quantitative comparison of various
image fusion techniques.

3. EXPERIMENTAL RESULTS

Figure 2 shows a pair of MRI and PET images, their
wavelet transforms, the fused wavelet transform based
on the maximum selection rule, and the resulting fused
image. The MRI image provides anatomic information
while the PET image provides functional information.
In the fused image, the relative position of the func-
tional information with respect to the anatomic land-
marks is clearly displayed. This information may be
very useful for physicians in medical diagnosis.
Figures 3(a) and (b) show a pair of registered Land-
sat TM image and Spot image. The Spot image has a
higher resolution so it contains many finer features such
as rivers that are not present in the Landsat image. On
the other other hand, the Landsat image also contains
some unique features such as the textural patterns.
The image obtained by pixel averaging is displayed in
Figure 3(c) and it can be seen that the contrast of the
unique structures in either the images is reduced. This
problem is nicely resolved by using the wavelet trans-
form based image fusion scheme as shown in Figure
3(d). Although the two images look quite different in
many regions, there are no artifacts in the fused image.
Figures 4(a) and (b) show a pair of test images con-
taining two clocks with different distances from the
camera; and only one clock in either image is in fo-
cus. The ideally fused image, obtained by manually
putting together the well-focused clocks, is shown in
Figure 4(c). Figure 4(d) is the fused image using the
wavelet transform and the area-based feature selection
scheme. Figure 4(e) is the normalized difference image
between the automatically fused image and the manu-
ally fused image. The difference image appears to be
quite uniform and the performance measure isp = 3.28.
By comparison the performance measures for the direct
averaging method and the Laplacian pyramid method
are p = 5.44 and p = 4.67, respectively. The binary
decision map shown in Figure 4(f) displays how the
new multiresolution representation is generated from
the two input sources. The dark pixels indicate the
image in (a) is selected, while the bright pixels indicate
the image in (b) is selected. In can be seen that the
sharper clocks are favored at all the resolution levels.
The proposed fusion algorithm performed equally
well when applied to optical-to-SAR, visible-to-infrared
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and infrared-to-range image fusion. This algor:thm can
be straightforwardly extended to the fusion of more
than two multi-sensor images.
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Figure 2: A pair of MRI and PET images, the fused image and their wavelet representations.

Figure 3: (a) and (b) show a pair of registered Landsat and Spot images, (c) and (d) show the fused images obtained
through pixel averaging and the proposed multiresolution scheme, respectively.
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(e (f)
registered images with different focus points, {c) shows the ideal fusion obtained by manual
(e) shows the normalized difference image between (<)

g to the outcome of the proposed feature selection rule.

Figure 4: In (a) and (b) a pair of
cut and paste, (d) is the fusion result using the wavelet transform,
and (d), and (f) shows a binary decision map correspondin
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