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ABSTRACT

In this work, the coding bit rate R is considered as a
function of � which is the percentage of zeros among
the quantized DCT coeÆcients. We discover that the
rate function R(�) has some very interesting properties
in the �-domain. By introducing the new concepts of
characteristic rate curves and rate curve decomposition,
a novel framework for source modeling is proposed. Us-
ing the proposed source model, we can estimate the
rate-quantization (R-Q) curve before quantization and
coding with relative error less than 5%. Based on the
estimated R-Q curve, the output bit rate of the video
encoder can be accurately controlled. Our extensive
simulation results show that the proposed algorithm
outperforms TMN8 [1] and VM7 [5] rate control al-
gorithms by providing more accurate and robust rate
control.

1. INTRODUCTION

In real-time low-delay visual communication, an ef-
�cient rate control algorithm at the encoder is very
important to assure the successful transmission of the
coded video data [1]. The output bit rate of the video
encoder is controlled by adjusting its quantization step-
size. The core problem in rate control is to model and
estimate the R-Q behavior of the video encoder.

The classical rate-distortion (R-D) formula [2] does
not work for transform coding at low bit rates. Several
source models and rate control algorithms have been
proposed in the literature [1, 4, 5]. These algorithms
either have very high computational complexity [4], or
su�er from large rate estimation or control error due
to their inaccurate source models, especially at scene
changes [1, 5].
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To our best knowledge, all the source models pro-
posed in the literature [1, 4, 5] consider the bit rate
R as a function of the quantization stepsize q. In an-
other word, the rate function is developed in the q-
domain. In this work, we observe that the percentage
of zeros among the quantized transform coeÆcients, de-
noted by �, has a very critical e�ect on the coding bit
rate R. Note that � monotonically increases with q,
which implies there is a one-to-one mapping between
them. Therefore, R is also a function of �, denoted
by R(�). In this work, we propose to study the rate
function in the �-domain instead of the q-domain. We
discover that in the �-domain, the rate function R(�)
has some very interesting properties. Based on these
properties, a novel source model for DCT video coding
is proposed.

It is well known that coding performance depends
on both the characteristics of the input source data and
the coding algorithm. In the proposed source model,
we de�ne two characteristic rate curves Qnz(�) and
Qz(�) to characterize the DCT coeÆcients. To model
the coding algorithm, we introduce the new concept of
rate curve decomposition, where the actual rate curve
in the �-domain is represented by a linear combina-
tion of Qnz(�) and Qz(�). Based on the proposed
source model, a low-delay rate control algorithm for
DCT video coding is proposed. Our extensive simula-
tion results show that the proposed algorithm outper-
forms TMN8 [1] and VM7 [5] rate control algorithms
by providing more accurate and robust rate control.

2. CHARACTERISTIC RATE CURVES

In this section, we de�ne two characteristic rate curves
for the DCT coeÆcients. They are de�ned during the
following \pseudo-coding" process. First, the DCT co-
eÆcients are uniformly quantized with a stepsize q.
Second, we re-arrange all the DCT coeÆcients in each
block into a 1-D array L in a zig-zag scan order. For
each consecutive string of zeros in L, their run length is



counted. We sum up the sizes of the run-length num-
bers in all blocks, and denote the sum by Qz. Here, the
size of a non-zero integer is the number of bits for its
sign-magnitude representation. For example, the size
of {7 is 4. Likewise, let Qnz be the sum of the sizes
of all non-zero coeÆcients. Obviously, both Qnz and
Qz are functions of q. As discussed in Section 1, they
are also functions of �, denoted by Qnz(�) and Qz(�),
respectively. Qnz(�) and Qz(�) are called the charac-
teristic rate curves. Following the above procedures, we
can generate these two curves for the DCT coeÆcients
of any input picture.
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Figure 1: The plots of Qnz(�) (solid line) and Qz(�) (dotted

line) for the 30 sample di�erence pictures from Foreman. All

the subplots have the same coordinate system as the one at

the bottom-left corner.

3. PROPERTIES OF THE

CHARACTERISTIC RATE CURVES

Next we study the statistical properties of these two
rate curves. To this end, we run the H.263 video en-
coder [3] on Foreman at QP = 8 to generate 30 sample
motion compensated di�erence pictures. The sample
di�erence pictures are taken at every 9 frames. We
plot Qnz(�) and Qz(�) for each sample picture in Fig.
1. Two observations can be made on these plots. First,
the two rate functions of each sample picture have al-
most the same pattern although the pictures are quite
di�erent from each other. Second, Qnz(�) is almost
a straight line passing through [1.0, 0.0]. (When � is
1.0, Qnz becomes zero because all the coeÆcients are
zeros.) Let the slope of the straight line be �. Ac-
cording to our extensive simulations on various video
sequences, surprisingly, we �nd out that these two ob-
servations always hold 1. This makes it possible for us
to develop an accurate and robust source model in the

1Due to the page limitation, we can not list all the simulation

results and give the theoretical explanation here.

following sections.

4. ESTIMATION OF QNZ(�) AND QZ(�)

SinceQnz(�) is modeled as a straight line passing through
[1.0, 0.0], we only need to compute another point on
it to determine the straight line Qnz(�). Let the dis-
tribution of the DCT coeÆcients be D(x). For any
quantization stepsize q, after uniform quantization, the
corresponding percentage of zeros is given by

�0 =
1

M

X
jxj<0:5q0

D(x): (1)

According to the de�nition of Qnz, we have

Qnz(�0) =
X

jxj�0:5q0

D(x) [ log
2
b
jxj

q0
+ 0:5c+ 1]: (2)

The slope of the rate curve Qnz(�) is then given by

� =
Qnz(�0)

1� �0
: (3)

In Section 3, we observe that for di�erent pictures
Qz(�) has almost the same pattern. Therefore, in the
proposed source model, we approximate it by a second
order polynomial

Qz(�) =

�
�1:0�2 + 0:67�+ 0:33 (I � frame);
�5:0�2 + 7:55�� 2:55 (p� frame);

(4)
where � 2 [0; 1].

5. RATE CURVE DECOMPOSITION

In digital signal processing, we often represent a signal
to be studied by a weighted sum of the basis signals
with well-known properties. This method is referred
as signal analysis or decomposition. In this paper, we
apply this decomposition method to study the behavior
of a video coding system.

Suppose R(q) is the actual R-Q curve of the video
encoder. Let us map it into the �-domain and denote
it by R(�). In our rate curve decomposition scheme,
R(�) is represented by a linear combination of Qnz(�)
and Qz(�),

R(�) = �1(�)Qnz(�) + �2(�)Qz(�) + �3(�): (5)

where f�k(�)g are chosen to minimize the approxi-
mation error. Instead of determining f�k(�)g for the
whole range of �, we only determine their values at
�i = 0.89, 0.91, 0.92, 0.93, 0.94, 0.95, 0.96, 0.97 and



Table 1: The values of �1(�), �2(�) and �3(�) at �i.

�i �1(�i) �2(�i) �3(�i)

0.89 0.6151 -0.2438 0.4505

0.91 0.4089 -0.2530 0.4601

0.92 0.3480 -0.1931 0.4249

0.93 0.2763 -0.1749 0.3956

0.94 0.2531 -0.1141 0.3408

0.95 0.2043 -0.0789 0.2945

0.96 0.2577 0.0882 0.2140

0.97 0.4762 0.3792 0.1145

0.98 0.4567 0.5018 0.0745

Table 2: Comparison of the number of frames skipped and

average PSNR for TMN8 and the proposed algorithm in H.263.

Test Frame Skipped PSNR(dB)
Video This Work TMN8 This Work TMN8

Salesman 1 3 32.83 32.71

News 2 5 28.48 28.13

Carphone 1 6 29.72 29.38

Trevor 0 2 32.37 32.33

0.98. For each sample di�erence picture, we gener-
ate the data fQnz(�i), Qz(�i), R(�i)g. The values of
�1(�i), �2(�i) and �3(�i) are then obtained by solving
the following linear regression equation

R(�i) = �1(�i)Qnz(�i) + �2(�i)Qz(�) + �3(�i): (6)

The values of f�k(�i)g are listed in Table 1. In the
proposed source model, f�k(�i)g describe the coding
behavior of the data compression algorithm. Accord-
ing to our statistical analysis, the probability of the
relative estimation error of Eq. (6) being less than 5%
is 0.99. This implies the actual rate curve can be closely
approximated by a linear combination of the character-
istic rate curves.

6. RATE CONTROL ALGORITHM FOR

DCT VIDEO CODING

Based on the proposed source model, a rate control
algorithm for DCT video coding is proposed as follows.

Step 1. Compute the distribution D(x) of the DCT
coeÆcients. With Eqs. (1), (2) and (3), compute the
slope � and construct the straight line Qnz(�). With
Eq. (4), compute fQz(�i)j1 � i � 9g. Using the
rate curve decomposition formula Eq. (6), compute
fR(�i)g.

Step 2. Let the target bit rate of the current pic-
ture be Rt which excludes the coding bits for the mo-
tion vectors and the header information. Based on the

estimated rate curve fR(�i)g, the corresponding �t is
determined to achieve the target bit rate Rt.

Step 3. Based on the one-to-one mapping between
� and q, the corresponding quantization step size qt
is determined. qt is then applied to the current video
frame. Note that in video coding the quantization pa-
rameter (QP) for each macroblock must be an integer
between 1 and 31. However, qt is a real number. To
solve this problem, we let the QP of each macroblock
vary between [qt�2, qt+3] such that the mean QP for
the whole frame is very close to qt.

It can be seen that the proposed algorithm has very
low computational complexity. The rate control is per-
formed at the frame level instead of the macroblock
level as in [1].
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Figure 2: The R-Q curve estimation results for frames No. 0

(I-frame, left) and No. 21 (P-frame, right) in Carphone.qcif.

7. EXPERIMENTAL RESULTS

The proposed rate control algorithm is implemented
in the Telenor's H.263 codec and tested for various
video sequences. The estimated R-Q curves for the
�rst frame (I-frame) and the 21st frame (P-frame) from
Carphone (in QCIF format) are plotted in Fig. 2. It
can be seen that the estimated R-Q curves are very
close the actual ones. The relative estimation error
is less than 5%. Since TMN8 [1] signi�cantly outper-
forms VM7 [5], in the following tests, we only need to
compare the rate control performance of the proposed
algorithm and TMN8. The four test videos are Sales-
man (at 32 kbps), News (at 24 kbps), Carphone (at 24
kbps) and Trevor (48 kbps). The frame rate is �xed
at 10 fps. In Fig. 3 (A) { (D), we plot the number
of bits in the encoder bu�er when the proposed algo-
rithm (solid) and TMN8 (dotted) are applied. It can
be seen that the proposed rate control algorithm main-
tains a much steadier bu�er level (or output bit rate)
than TMN8. The frame skip number and the average
PSNR of the luminance component for each test are
listed in Table 2. It can be seen that the proposed al-
gorithm has better PSNR performance due to its more



robust rate control and less skipped frames.
Let 
i be the dynamic range of the macroblock

quantization parameters in the i-th video frame. In the
proposed algorithm, we always have 
i � 6. In TMN8,
due to their inaccurate source model, the QP of each
macroblock is adaptively modi�ed according to the bits
budget. In Fig. 4, we plot 
i for each video frame of
Carphone when TMN8 (dotted) and the proposed rate
control algorithm (solid) are applied. It can be seen
that in TMN8 
i can be as large as 30. One disadvan-
tage of very large 
i is that some visually important
information maybe lost due to the very coarse quanti-
zation. However, in the proposed algorithm, the rate
curve can be accurately estimated. The mean quan-
tization parameter is determined for each frame. The
quantization parameter for each macroblock is regu-
lated within a reasonably small range, which guaran-
tees a uniform picture quality. This is a unique feature
of the proposed rate control algorithm.

8. CONCLUDING REMARKS

There are two major contributions in this work. First,
we have developed a novel source modeling technique
to study the coding behavior of the DCT video coding
system. Second, a very eÆcient rate control algorithm
for DCT video coding has been developed. Despite
its very low computational complexity, the proposed
algorithm provides robust and accurate rate control for
video coding and transmission.
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Figure 3: Comparison of the bu�er fullness between TMN8

and the proposed rate control algorithm in H.263 for four test

video sequences.
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Figure 4: Dynamic range of the quantization parameters for

Salesman at 32 kbps.


