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Abstract

When modeling geo-spatial data, it is critical to capture
spatial correlations for achieving high accuracy. Spatial
Auto-Regression (SAR) is a common tool used to model such
data, where the spatial contiguity matrix (W) encodes the
spatial correlations. However, the efficacy of SAR is limited
by two factors. First, it depends on the choice of contiguity
matrix, which is typically not learnt from data, but instead,
is assumed to be known apriori. Second, it assumes that the
observations can be explained by linear models.

In this paper, we propose a Convolutional Neural Net-
work (CNN) framework to model geo-spatial data (specifi-
cally housing prices), to learn the spatial correlations auto-
matically. We show that neighborhood information embed-
ded in satellite imagery can be leveraged to achieve the de-
sired spatial smoothing. An additional upside of our frame-
work is the relaxation of linear assumption on the data. Spe-
cific challenges we tackle while implementing our frame-
work include, (i) how much of the neighborhood is relevant
while estimating housing prices? (ii) what is the right ap-
proach to capture multiple resolutions of satellite imagery?
and (iii) what other data-sources can help improve the es-
timation of spatial correlations? We demonstrate a marked
improvement of 57% on top of the SAR baseline through the
use of features from deep neural networks for the cities of
London, Birmingham and Liverpool.

1. Introduction

Housing prices are important economic indicators of
wealth and financial well-being in an urban scenario. In
addition to house-specific metrics such as number of rooms
and floors, square footage, and age, the location of houses
also have been shown to affect valuations [15, 17]. Neigh-
bourhood effects include factors such as taxation policies,
availability of transportation and general amenities. In ad-

dition to housing prices, other socially and economically
relevant metrics such as crime-rates and pollution levels
[34, 28] also demonstrate spatial clustering. Hence, mod-
els designed to represent such geo-spatial data need to cap-
ture the underlying spatial correlations. Traditionally, spa-
tially dependent phenomena as those mentioned above are
described using Spatial Auto-Regressive (SAR) models.

The SAR model combines neighbourhood relationships
between samples, and observed variables in a linear formu-
lation to estimate spatially varying variables. The neigh-
bourhood relationships are encoded in the form of a spa-
tial contiguity matrix, and are often hand-designed with the
help of domain expertise. The choice of the spatial conti-
guity matrix can lead to a trial and error process and leaves
open the question of how to arrive at an optimal selection.

In this paper, we present a mechanism to learn the
neighborhood relationship patterns from the data. To do
so, we find that incorporating features for house loca-
tions learnt from satellite images is very effective. In re-
cent times, multiple commercial real-estate listings web-
sites [33, 32, 25, 30] store and display housing prices super-
imposed on satellite imagery from mapping services [20, 8].
The existence of such data makes large quantities of satel-
lite images available with associated house prices. Satellite
images provide a ‘bird’s eye view’ of a location and the
neighbourhood it is situated in. In addition to the top-down
appearance of a house, they also provide contextual infor-
mation about the immediate and larger area of surroundings.
We train Deep Convolutional Neural Networks (DCNNs)
to discriminate between images learnt at different spatial
scales corresponding to more and less affluent locations in
a given city. The features learnt in the process are combined
with house specific attributes through an estimator to arrive
at a price estimate. The main contributions of this paper are:

• We present a method where neighbourhood information
for geo-spatial samples is learnt implicitly through satel-
lite image features



• We examine the impact of using neighbourhood infor-
mation at multiple geo-spatial scales on housing prices
estimation

The remainder of this paper is organized as follows. We
present the related work in Section 2. Our approach is de-
scribed in Section 3 with a brief review of the SAR model,
deep feature extraction, multi-modal fusion and price esti-
mation. In the subsequent Section 4, we characterize ex-
periments conducted for price estimation and describe the
data-sets, metrics and results. We discuss the results and
conclude the paper in Section 5.

2. Related Work
We overview the related works by broadly dividing them

into the following categories.

Housing Price Estimation: is a classical problem in the
field of spatial econometrics [4, 23, 18]. These methods
utilize attributes such as house square-footage, number of
rooms, number of floors, age of the house, garage space
etc. Extracting such detailed information for large data-
sets would be a tedious task. Moreover, the spatial depen-
dence of samples on each other is modelled using the SAR
model. The choice of spatial contiguity matrix (W) used
by the SAR model is hand designed (as opposed to learn-
ing from the data) either using Delaunay Triangulation, k-
Nearest Neighbours computation or Quasi-local correlation
functions [18, 5]. While the work in[7] learns both sam-
ple level and spatially smooth manifold features from hous-
ing price data, it incorporates only non-visual features and
needs fine-grained data such as type of heating and type of
air conditioning amongst others which might be difficult to
obtain on a large-scale for urban areas.

Applications of Street View Imagery: There has been
increased attention in the computer vision community on
the problem of urban scene analysis. Features learnt us-
ing Deep Convolutional Neural Networks [16, 27] have
been shown to be effective at representing complex con-
textual information by learning from large-scale data-sets.
[13, 22, 2, 3] investigated the correlation between visual
features extracted from the street view imagery of cities
and the high-level human perceptions on safety, wealth, di-
rections to ubiquitous city landmarks and housing prices.
These works have focused on utilizing street view images,
which provide rich visual information in the immediate
vicinity of houses, but do not describe a larger neighbour-
hood which is the case for satellite images.

Applications of Satellite Imagery: Satellite images have
been analysed in the context of road detection [21, 10], pre-
dicting poverty [11], geolocalization [31], object detection

[6] and tracking [19]. In this work, we utilize images from
this modality for the problem of housing price prediction.
We further study the impact of using satellite images from
different zoom levels on the accuracy of our models.

3. Estimating Housing Prices
3.1. Background: SAR model

SAR models are the traditional methods used to describe
geo-spatial data. Dependent variables (to be estimated) are
modelled as a weighted sum of dependent variable values of
geo-spatial neighbours and the sample’s observed variables.
Mathematically, the SAR model is represented as:

y = �Wy +X� + �

� ∼ N(0; �2In)
(1)

y denotes the dependent variable of size n × 1, X of size
n×k represents the observed variables, W is the n×n row
normalized spatial contiguity matrix, � is the coefficient of
spatial dependence for y, � of size k × 1 signifies the influ-
ence of observed variables and � is the error term modelled
as a zero mean Gaussian distribution.

The parameters of the model, � and � are learnt through
Maximum Likelihood estimation [18]. The choice ofW de-
fines how neighbouring samples influence each other. W is
constructed as a sparse matrix where Wi;j = 1 for samples
i and j which are neighbours. One criterion for samples
to be neighbours is when they are within a distance of rW

of each other [5]. Another method of neighbourhood def-
inition has been designed through Delaunay Triangulation
[18]. Two samples which share an edge of a constructed
triangulation are considered to be neighbours. It is apparent
that the choice of W is highly dependent on domain exper-
tise.

Under the condition of ||�W || < 1, equation 1 is re-
written as a power series expansion:

y =

1∑
i=0

�iW i(X� + �) (2)

The equation can be interpreted as a decomposition of y
in terms of increasing powers of W . Since W denotes
spatial contiguity, terms with higher powers of W repre-
sent contribution of sample’s larger neighbourhoods in the
value of y. In this work, we aim to emulate the effect of
larger spatial neighbourhoods on dependent variables such
as house prices through satellite images covering progres-
sively larger geo-spatial areas, which provide a implicit and
rich modality of information, instead of a hand-designed
choice of W .

3.2. System Architecture

System architecture of the proposed method for estimat-
ing housing prices is presented in Figure 1. We detail the
various components of the system below.



Figure 1: Satellite images of regions around test house samples are extracted from finer to coarser scales. Deep CNN features are extracted
to get neighbourhood information and are fused with house-level explanatory variables through concatenation. The joint description of a
house and it’s neighbourhood is used to estimate it’s price through regressors. Best viewed in color.

Data Sources: Our framework leverages multiple modal-
ities of data. (i) House Attributes: First, we construct
a database of house samples with latitude, longitude and
house attributes from publicly available sources [33, 32].
House attributes are composed of number of bedrooms,
bathrooms, reception rooms and floors. (ii) Satellite Im-
agery: Second, using the latitude and longitude coordinates,
we query satellite images centered around the coordinate
value [8, 20]. The images are sampled at different geo-
spatial resolutions, keeping the image sizes at a constant
value. The finer resolution scales result in images spanning
the extent of individual houses, whereas coarser resolution
images can span several city blocks or city districts.

Feature Extraction From Satellite Imagery: Our next
goal is to be able to extract features from the satellite im-
agery to capture the neighborhood effects. To this end, we
leverage Deep Convolutional Neural Networks (DCNNs).
However, through our experiments, we found that training
DCNNs directly for predicting housing prices is challeng-
ing. First, the models often converge slowly and overfit
for the training data. This is likely due to the noise in
the house prices and the aerial imagery not being able to
distinguish between houses with slight differences in their
asking prices. Therefore, to learn features that can gener-
alize well to other data-sets, we use transfer learning and
train the feature extraction pipeline for a similar but sim-
pler problem. Through our experiments, we found that the
binary classification problem of distinguishing between ex-
pensive and cheap houses, learns features that can gener-
alize with excellent accuracy to other data-sets and other
related tasks. The two classes we use for this task, are
the top �% and the bottom �% of the training data-set in
terms of price. Intuitively, expensive houses within a given
city tend to exist in neighborhoods with larger backyard and
green-space and water bodies such as ponds and swimming

pools, whereas cheaper houses tend to be located in com-
pact neighborhoods where the houses are adjacent to each
other with concrete and roads occupying more space. These
differences are apparent to the human eye in satellite images
and we designed the choice of class definitions with this fac-
tor in mind. This choice of design for the classes is intended
to enable networks to learn features which are sensitive to
price variations. Some examples of satellite images used for
training are provided in Figure 2.

Second, learning and combining features from different
zoom levels of satellite imagery is non-trivial. One straight-
forward approach is to use a single network that can process
all the zoom levels. However, our experiments showed that
this mixes up the features, rendering poor accuracy. There-
fore, as shown in Figure 1, we tackle this challenge by train-
ing a separate DCNN to learn features from each of the
six zoom levels. Further details on how the DCNNs were
trained are provided in Section 4.2.

House Price Estimation: The features extracted from the
deep networks are concatenated with the house attributes
into a feature vector xfeat. The resultant vector is then used
to regress on housing prices through an estimator. In our ex-
periments, we train multiple models, namely, (i) Linear, (ii)
Random Forest and (iii) Multi-layer Perceptron regressors
to understand and compare their effectiveness in estimating
the housing prices.

3.3. Point of Interest Data

In order to validate the hypothesis that satellite images
provide information regarding neighbourhoods for the task
of price estimation, we also consider point of interest data.
A point of interest is a location on a map which has eco-
nomic, social or cultural value. Examples include fire-
stations, restaurants, shopping centers, places of worship
and bus stops. Each point of interest x is hence described




