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Abstract

We present an implementation of a system for con-
tent-based search and retrieval of video based on low-
level visual features. Currently the system consists of three
parts, automatic video partition, feature extraction, video
search and retrieval. Three primary features, color; texture
and motion are used for indexing. They are represented by
color histogram, Gabor texture features, and motion histo-
gram. Most of the processing is done directly in the MPEG
compressed domain. Testing on sports and movie data-
bases have shown good retrieval performance.

1 Introduction

The rapid development in information technology has
enabled users to browse large amount of multimedia data
over internct. However, tools for facilitating search and
retrieval of these data, especially video data, are still lim-
ited.

Recently, there have been several video content-based
retrieval systems being developed. In [1] video retrieval is
based on muitiple low-level global features. Videobook
[3] characterizes motion, texture and color using each fea-
ture’s mutual information. In [2] video indexing is done in
the compressed domain using DCT coefficients and by
counting numbers of different types of macroblocks used
in MPEG. A clustering method is used in [6] for video
browsing and annotation. In [15] a system is built for
annotation of basketball video. A video engine is also
reported in [9].

The results presented in this paper concerns mostly
with the temporal partitioning and the use of color, texture,
and motion for video search. Our system differs from oth-
ers reported in the literature in one or more of the follow-
ing aspects:

» A simple and novel approach to index motion infor-
mation is presented. The proposed motion histogram
is a variation of the well known color histogram tech-
nique adopted to motion features.

* Many of the current systems use a few key frames to
represent each partitioned video segment. While key
framing is a simple and efficient way for characteriz-
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ing color and texture, it is not sufficient to describe
motion information of the entire scene. Further, it also
suffers from the problem of how to choose good key
frames. In our approach, Every I frame (block DCT
coded frame) of the MPEG data is used to extract
color and texture features. This is similar to the key-
frame approach. But we also use all the P and B
frames (motion prediction coded frames) of the
MPEG data to extract motion information. The entire
video shot is used as the query instead of key frames.
A Gabor texture feature set which is shown in [11] to
have a better performance than other texture features
is used.

Most of the video processing is done in the MPEG
compressed domain (see [10] for a complete review
of MPEG). The need for storage, retrieval, and net-
work distribution of large amount of video data makes
it more practical to process them directly in com-
pressed domain and obtain as much information as
possible without or with least amount of decoding.

A demonstration version of the system which illus-
trates similarity retrieval is available on the web at http://
copland.ece.ucsb.edu/Demo/video/.

In the next section, we give a brief review of our
video partitioning algorithm. Section 3 discusses the three
low-level features used in our system. Section 4 shows
some experimental results.

2 Automatic Video Partitioning

Video partitioning is the process of segmenting a long
video clip in temporal domain into small video shots each
of which contain consistent visual information. Often each
video shot is a natural scene and partitioning points are
camera breaks or editing cuts. While breaks are easy to
detect, exact starting and ending points of gradual transi-
tions are more difficult to locate. Here we use an approach
similar to [7] for automatic video partitioning in com-
pressed domain. The algorithm consists of three steps in
order to detect both abrupt scene cuts and gradual transi-
tions.



Step 1: Camera breaks are detected using macroblock
information of P and B frames in MPEG. Motion disconti-
nuity will occur if there is any sudden change between two
consecutive frames. This results in a significant drop of
forward motion prediction coded macroblocks and can be
easily detected by setting a threshold.

Step 2: Gradual transitions such as dissolves, wipes,
fade-in, fade-out, and other editing effects are detected by
comparing color histogram and intensity differences
between consecutive I frames. Normally the interval
between two I frames is around 10 - 15, Transitional
effects will result in large changes in either color histo-
gram or intensity values. Denote the distance of color his-
togram between two images i and j as dH, j (definition will
be given in the next section). Define the distance of inten-
sity (luminance component of YC,C), color space) between
two images as

dIi‘j = ZII,(x,)’) —I](x,)’)‘
ny

M

where I(x,y) is the luminance (Y component) image. Let
‘./‘” and V p be the variance of dI;; ; and dH; ;_;, respec-
tively, of the entire sequence. We use the following two
criteria to determine whether there is any scene change.

Ldl;_y—dl;,, |>wVy &|dH,;_—dH;,, |>Vy
2. |dH, ;_y—dH; | >wVy &ldl;_ ~dl, |>V,
where w is a ratio factor chosen to be 2 in the experiments.
Satisfaction of either condition indicates a scene change
and this includes camera breaks as well as gradual transi-
tions. The purpose of using differences of distances is to
keep detection localized so that it does not create false
positives in a busy scene or miss out a small scene change
in an idle scene. If dI; ; | >dI,, ;, scene change should

be between frame i — 1 and i. Else, it is between frame i
and i + 1. Same argument holds of dH.

Step 3: Results in step 1 and 2 are combined. In step
2, scene changes are detected but exact locations for parti-
tioning can not be obtained. We reapply the method in step
1 by looking at P and B frames between the detected two I
frames. This time two consecutive frames with maximum
change is picked instead of using the threshold. Step 2 will
miss out in special situations where neither intensity nor
color histogram changes much during camera breaks.
Thus, we use the results from step 1 for sudden scene cuts
and the results from step 2 for gradual transitions.

For processing in the MPEG domain, we use the DC
images proposed in [12] in step 2 for color histogram and
intensity calculations. The DC images of I frames can be
easily obtained by the DC values of the DCT coefficients.
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3 Feature Representation

As mentioned earlier, three global visual features,
color histogram, Gabor texture features, and motion histo-
gram are used to represent each partitioned video segment.
The first two features are extracted from every I frames of
the video shot and averaged over the entire shot. Motion
features are extracted from all the P and B frames of the
video shots. Color and motion features are described in the
following, and for texture feature details we refer to [11].

3.1 Color Histogram

Color histogram [8] has been widely used as a color
feature for image retrieval [4][13][14]. We have adopted
the quadratic distance method in [5] in our system. Gener-
alized Lloyd algorithm (GLA) is used to quantize the RGB
color space to N number of bins. N=256 is used in our
experiments. The entire database is used to train the code-
book. Each bin contains colors of similar values and is rep-
resented by its centroid ¢; = (r;, g5 by), i = 0,..., N-1.

For each pixel in the image, its color is classified into
one of the N bins and the number of colors in each frame
for each bin is counted. These numbers are summed up for
every I frame of the shot and normalized. This forms an N-
dimensional color feature vector P = [py pj... PN.J L

2pi=1
i
The quadratic distance measure for two color feature
vectors P and ( is defined as:

T 172
D(P,Q) = [(P-Q) A(P-0)] )]

where A is an NxN matrix describing the similarities
between any two bins. Elements of A, a;; are chosen such
that the more similar the two colors ¢; and ¢;, the larger the
a;;. A simple Euclidean distance is used to measure the
similarity between two colors:

di; = ei~cf &)
Let dyq = max; j (d), then
a; = 1-d;/d,, )

3.2 Motion Histogram

A novel approach to motion representation by extend-
ing the color histogram method is presented in the follow-
ing. The codebook design, feature vector extraction and
distance measure methods are similar to the color histo-
gram discussed in section 3.1 except that they are calcu-
lated for 2D motion vectors instead of 3D colors.
Preliminary experiments show that this method is effective
in classification of motion information.

The method does not assume any specific model of
objects or any specific type of scenes. It is not very sensi-
tive 10 the inaccuracy of motion estimation for a particular



frame because the histogram is extracted from the average
statistics of the entire shot. A 2D motion estimation model
is used because 3D motion estimation can be unreliable for
complicated scenes where the background is also moving.
This method also avoids separating camera motion from
object motion for the same reason mentioned before.
Instead, it integrates the object, background, and camera
motions all together and classifies scenes.

As a fast implementation in MPEG, we classify
motion vectors of each macroblock (MB) and count the
number of each bin in the codebook to form a normalized
feature vector. I frames are skipped because they are intra-
coded and no motion information is available. P frames
can have forward motion prediction and B frames can
have both forward and backward motion prediction.
MPEG defines motion vector (MV) as the displacement
from the Target (current frame) MB to the Prediction (ref-
erence frame) MB. This is normalized by the distance
between the two frames. Macroblocks for which motion
vectors are unknown, such as the intra-coded macrob-
locks, are discarded. Also bin O of the codebook is
reserved for O motion vector only.

3.3 Feature Matching

Let dC,-j, dT,-j, dM,-j denote the distances between two
video shots i and j of color, texture and motion. These dis-
tances are normalized by the mean distance values for
each feature. The overall distance measure can be obtained
by

d0,; = wedCy+w DT, +wydM,, 5)

where w¢, wy and wy, are user specified weights for each
feature. The best match for the query is the one with the
smallest overall distance.

-4 Experimental Results

We tested our system on movie and football game
video databases. The football game video is chosen for its
well defined shots, dynamic motion scenes, and compli-
cated editing effects. MPEG data are at 29.97 Hz, 2 Mbps,
and 352x240 resolution. Figure 1 shows a retrieval exam-
ple. It is a snapshot from the demonstration program that is
available on the web.

The 72 minute football video is partitioned into about
1100 segments. Figure 1(a) shows a query sequence con-
sisting of 290 frames. Figure 1(b) shows the user interface
and the retrievals. In this example, the three features have
equal weights for similarity matching. The top five retriev-
als shown all have similar plays.

The limitations of global low-level visual features are
apparent as they can only provide very preliminary video
classification. Our current research is focused on spatio-
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temporal segmentation for localized object feature repre-
sentation. For example, identifying individual players in a
football sequence will facilitate queries such as “show all
passes that resulted in a touch down”. We are also devel-
oping algorithms for interactive learning to improve
search resulits.
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Figure 1(a). Sample frames of the query video shot. Interval between two frames in the filmstrip is 30 frames.

This is a typical football game scene. Features present include green color, grass texture, random motion of
small objects (players) as well camera panning and zooming.
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Figure 1(b). A retrieval example with user interface.
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