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Abstract

Managing Large-scale Multimedia Repositories

by

Jelena Tešić

Capturing and organizing vast volumes of images, such as scientific and medical

data, requires new information processing techniques for context of pattern recogni-

tion and data mining. In content based retrieval, the main task is the seeking of entries

in an image database that are most similar, in some sense, to a given query object.

The volume of the data is large, and the feature vectors are, typically, of high dimen-

sionality. In high dimensions, the curse of dimensionality is an issue as the search

space grows exponentially with the dimensions. In addition, it is impractical to store

all the extracted feature vectors from millions of images in main memory. The time

spent accessing the feature vectors on hard storage devices overwhelmingly dominates

the time complexity of the search. The time complexity problem is further emphasized

when the search is to be performed multiple times in an interactive scenario.

One of the main contributions of this dissertation is to enable efficient, effective, and

interactive data access. We introduce a modified texture descriptor that has compa-

rable performance but nearly half the dimensionality and less computational expense.

Moreover, based on the statistical properties of the texture descriptors, we propose an

adaptive for approximate nearest neighbor search indexing approach. In content-based

ix



retrieval systems, exact search and retrieval in the feature space is often wasteful. We

present an approximate similarity search method for large feature datasets. It improves

similarity retrieval efficiency without compromising on the retrieval quality.

We also address the computation bottleneck of a real-life system interface. We

propose a similarity search scheme that exploits correlations between two consecutive

nearest neighbor sets and considerably accelerates interactive search, particularly in

the context of relevance feedback mechanisms that support distance metric update

approach.

In multimedia query processing, the main task is the seeking of entries in a multime-

dia database that are most similar to a given query object. Since feature descriptors ap-

proximately capture information contained in images, they often do not capture visual

concepts contained in those images. Semantic analysis of multimedia content is needed.

We introduce a framework for learning and summarizing basic semantic concepts in

scientific datasets. Moreover, we present a method to detect coarse spatial patterns

and visual concepts in image and video datasets. Experiments on a large set of aerial

images and video data are presented.

Professor B.S. Manjunath

Dissertation Committee Chair
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Chapter 1

Introduction

Vast amounts of images are being created in many areas of science and commerce,

necessitating the need for new image/video data management and knowledge discovery

tools. While much progress has been made in the area of content-based retrieval, more

work is needed in building tools for efficient and effective data access.

The main contribution of this dissertation is to enable such efficient, effective, and

interactive data access in large image and video collections. We investigate how to effi-

ciently access the image features, how to perform similarity search in relevance feedback

scenarios and how to summarize and characterize information content in images in or-

der to discover underlying patterns. The methodologies we propose involve approaches

whose origins lie in several disciplines in addition to classical data management, in-

cluding optimization, information theory, pattern recognition, signal compression and

image processing. The emphasis of this work is on the problems related to image

analysis for large-scale image collections.
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1.1 Motivation

This dissertation work was motivated by a challenge to enable an organized and

easily accessible and searchable multimedia database of large collections of images.

In many areas of science and commerce, vast amounts of images have been created.

Capturing and organizing vast volumes of images requires improved tools and informa-

tion processing techniques, specifically in the context of pattern recognition and data

mining. The unique nature of the media data makes the problem significantly more

difficult and interesting with many commercial and scientific applications. Therefore,

there is a clear need for a base multimedia infrastructure, simple to use and change,

but complex enough to handle large image repositories.

There has been considerable work in the past decade on the use of low level visual

features for content based image and video retrieval. The IBM QBIC project [47]

played an important role in inspiring effort along this direction. Afterwards, the next

generation of content-based image retrieval (CBIR) systems attempted to solve more

complex issues, such as: better description of a multimedia object in terms of features,

giving more control to the user in query formulation, and better search and retrieval

mechanisms.

Netra [75] from the University of California, Santa Barbara incorporated robust au-

tomated image segmentation algorithm and allowed object or region-based search and

demonstrated that segmentation significantly improves the quality of image retrieval

when images contain multiple complex objects. VisualSEEK [116] from the Columbia

2
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Figure 1.1: Generic Content-based Image Retrieval Framework.

University provided a sketch board so the user could express a query in the form of

simple visual concept, and retrieved images contained the closest arraignment of simi-

lar regions. Blobworld [27] from the University of California, Berkeley allowed users to

compose a query by using objects segmented from images. PicHunter [35] from MIT

and MARS [107] from the University of Illinois at Urbana-Champain allowed users to

decide which images are the most informative ones to iteratively find target images

from a database.

A general framework of a CBIR system is shown in Figure 1.1. Given a collection

of image data, relevant feature descriptors are computed to represent the content. Low

level visual descriptors are computed from the data, and multiple descriptors may be

needed to describe a given image, such as color and texture. The system processes a
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query submitted by a user and offers a set of images/videos as a response. The user can

refine the query and obtain another answer set from the CBIR system if the offered re-

trieval set is not the desired answer. As reported in [115] and [128], most of these CBIR

systems exist in research form and have not yet been commercially developed. The size

of the database used by existing CBIR systems is relatively small, and implemented

solutions do not scale well with database size increases [144]. Recently, the primary em-

phasis in multimedia research is to develop more advanced CBIR systems for scientific

and commercial applications, such as Cortina (http://sobel.ece.ucsb.edu/search.html),

Vima’s Image Search Engine [141], Virage VIR Image Engine [7], and Convera Image

RetrievalWare (http://www.convera.com).

Evaluation of CBIR systems largely depends on their effectiveness and efficiency.

The effectiveness of a CBIR system depends on the content of the extracted image

descriptors. The ISO/MPEG-7 international standard [78] provides a good showcase

of the achievements in extracting effective low-level descriptors and metadata. The

efficiency of a CBIR system depends on the organization and data storage structure.

When a query is presented, the system needs to search and return the query results in

timely fashion. Since input/output (I/O) operations for storage devices are slow, the

time spent accessing the feature vectors overwhelmingly dominates the time complexity

of the search. In order to access data items efficiently, index structures are used. The

efficiency of the search procedure depends on how the system utilizes the indexing

scheme and how well it scales to the number of database items. For example, to support

nearest neighbor queries, index structures typically partition the data or data space and
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store information on each partition. However, indexing techniques which provide good

results on lowŋdimensional data fail to perform sufficiently well on highŋ-dimensional

multimedia features [22].

In this work, we propose solutions and develop tools that will enable easily accessible

large-scale CBIR image database systems. We also identify and address some of the

challenging issues that are at the fundamentals of visual analysis and database indexing.

1.2 Contributions

The combination of proposed solutions and tools in this thesis enables effective and

efficient search of large image databases for relevant phenomena. The main contribu-

tions of thesis are summarized below.

1.2.1 Compression of the Texture Feature Space

Typical image/video descriptors are of high dimensionality (from tens to several

hundreds). For example, a 60-dimensional color histogram descriptor is often used

to characterize the texture in a given image. The feature space grows exponentially

with the dimensions, and the search complexity increases at the same rate. This

rapid increase has been termed the curse of dimensionality by Bellman [10]. The high

dimensionality and computational complexity of typical texture descriptors used in

CBIR adversely affect the efficiency of such systems.
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In particular, we consider the MPEG-7 texture descriptor that has proven to be

quite effective for image and video search [78] and retrieval. In Chapter 3 we propose

a new approach to dimensionality reduction of the feature vector. It is based on

the MPEG-7 descriptor, cost effective, and removes data redundancies. The modified

texture descriptor that has comparable performance, but half the dimensionality and,

hence, far less computational expense [20]. Furthermore, it is easy to compute the

proposed feature vector using the existing MPEG-7 descriptor. In order to provide a

more objective comparison, feature vectors are normalized along each dimension to have

the same dynamic range. We propose a novel approach to normalization [121] based

on the behavior of the filter statistics along each feature dimension. This technique

gives better retrieval performance than existing ones [74].

1.2.2 Quadratic Distance Queries for Relevance Feedback

Relevance feedback learning is a popular scheme used in content-based image and

video retrieval to support high–level “concept” queries. During the learning process,

the algorithm needs to access the high–dimensional descriptors associated with im-

age/video objects. Searching in high dimensions is expensive. The time complexity

problem is further exacerbated when the search is to be performed multiple times as

in relevance feedback. The impact of using learning on the indexing structure has gen-

erally been ignored, and the feasibility of learning algorithms has not been evaluated

for handling large amounts of image/video data in relevance feedback scenarios.
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We propose in Chapter 4 an efficient algorithm for repetitive searches to compute

nearest neighbors in high–dimensional feature spaces [122]. We address scenarios in

which a similarity or distance matrix is updated during each iteration of the relevance

feedback search, and a new set of nearest neighbors are computed. The proposed

scheme exploits correlations between two consecutive nearest neighbor sets and signif-

icantly reduces the overall search complexity for general distance metric updates and

compression-based data indexing. The nearest neighbor computation in each itera-

tion is quadratic with the number of dimensions and linear with the number of items

searched. The proposed scheme enables the use of the user’s feedback not only to im-

prove the effectiveness of the similarity retrieval, but also its efficiency in an interactive

content based image retrieval system. We show that vector quantization-based index-

ing structures can support relevance feedback and suggest a modification to an existing

nearest neighbor search algorithm to support relevance feedback for the weighted Eu-

clidean and quadratic distance metric. The new scheme significantly reduces the overall

search complexity by reducing the number of the data accessed on the storage devices

by as much as a factor of 90.

1.2.3 Approximation Search Scheme

In the context of image, video and audio data, the extraction of feature vectors from

the data objects is itself a heuristic process that attempts to approximately capture

relevant information. Exact search and retrieval in such circumstances is often wasteful.
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For high feature dimensions, the curse of dimensionality is an issue since the traditional

database indexing and clustering methods do not scale well beyond 10–20 dimensions.

This poses challenging problems for database access. Thus, rather than incur the

extremely high cost of an exact result, it is more effective to develop a fast search

engine that outputs an approximate set.

So far, the efficiency of query processing was improved by using (1) index structures,

and (2) compressed data representatives. In Chapter 5 we propose a new approach to

efficiently process queries in multimedia databases: characterize the data based on the

relations between the distribution and relation among low-level feature dimensions.

This approach scales well with the database size and supports approximate similarity

searches. The proposed method improves the efficiency of similarity retrieval without

compromising on the retrieval quality. This technique significantly reduces overall

search complexity by reducing the number of accessed data on storage devices by a

order of magnitude.

1.2.4 Multimedia Mining in High Dimensions

Meaningful semantic analysis and knowledge extraction require data representa-

tions that are understandable at a conceptual level. Our goal is to obtain a framework

for summarizing basic semantic concepts to detect coarse spatial patterns and visual

concepts in image and video aerial data and biological imagery.

In Chapter 6.3 we propose the use of visual thesaurus that provides summarized
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data information derived from the low-level features of scientific dataset. We introduce

a novel data structure termed Spatial Event Cube (SEC) for conceptual representa-

tion for complex spatial arrangements of visual thesaurus entries in large multime-

dia datasets. Visual thesaurus entries and their spatial relationships define a non-

traditional space for data mining applications. This space can be used to discover

simple spatial relationships in scientific dataset. We present a novel extension of tra-

ditional association rule algorithm, the perceptual association rule algorithm, to distill

the frequent visual patterns in image and video datasets in order to discover interesting

patterns.

1.3 Organization

This thesis is organized as follows.

• In Chapter 2 we present curse of dimensionality, its effects on large image databases,

and an overview of the related work on scalability issues in large datasets, specif-

ically in the areas of high–dimensional indexing, similarity search, and learning.

• In Chapter 3 we introduce MPEG-7 homogeneous texture feature descriptor and

propose its modification for more efficient access. We also propose new normal-

ization scheme superior to the current approach.

• In Chapter 4, we propose an efficient algorithm for repetitive searches to compute

nearest neighbors in high dimensional feature spaces.
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• In Chapter 5, we propose an adaptive indexing scheme that supports approximate

similarity search over large image datasets. The method scales well without

compromising on the retrieval quality.

• In Chapter 6, we present a scalable visual mining framework that supports event

mining and provides efficient pruning for generating higher order candidate item-

sets.

• We summarize our research findings and discuss future work and directions in

Chapter 7.

10



Chapter 2

Curse of Dimensionality

This chapter discusses the curse of dimensionality and its effects on large image

databases. We review previous work related to overcoming the dimensionality curse

in large high–dimensional databases, notably nearest neighbor search, clustering and

indexing. We focus on techniques which are needed or referenced later in this disser-

tation.

2.1 Introduction

With the rapid advances of large-scale multimedia applications, the amount of

data that needs to be processed is growing at a fast rate. A general approach in most

modern applications is to generate feature vectors, i.e. object descriptor datasets, that

represent the original data objects. The size of these datasets extends beyond what can

be realized by traditional “focused” solutions in multimedia access and management,

where the testbed consists of a couple a thousand images. Datasets consisting of more
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than a few hundred thousand images are becoming common. For example, the size of

the Cortina database for online content-based image retrieval is over 3 million images

and traditional solutions do not easily scale to such large numbers [128].

In addition, the high dimensions of low–level descriptors, such as color histogram,

texture and shape, pose a significant challenge on the effective access, summarization

and query. The main concerns are data access complexity and “curse of dimensionality.”

The phrase “curse of dimensionality” was coined by Bellman in 1961 [10]. Bellman used

the term to describe the rapid increase in complexity of adaptive control processes,

where the number of computations exceeds the available computing power. Today,

this term is often used in the pattern recognition and database community to describe

a broad variety of mathematical effects that occur in data access and data modeling

when the dimensionality of data space is large. Essentially, the structure of high–

dimensional spaces can run counter to intuition, which tends to be based on Euclidean

spaces of small dimensionality (i.e. 2 or 3 dimensions). Density estimation becomes

a challenging task in the high–dimensional space. In statistics, the “dimensionality

curse” refers to the fact that the convergence of any estimator to the true value of

a smooth function defined on a space of high dimensions is very slow, i.e. a large

number of observations is needed to obtain an acceptable estimate. Samples quickly

become “lost” in the wealth of the space, while simultaneously, the required sample

size increases exponentially with an increasing number of dimensions [113]. Other

dimensionality curse effects cause increased complexity, performance degradation and

degeneration of traditional nearest neighbor search, clustering and indexing methods.

12
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2.2 Nearest Neighbors in High Dimensions

Spatial queries in high–dimensional spaces have been studied extensively [109, 53,

111, 19]. Among them, nearest-neighbor queries are important in many settings, in-

cluding spatial databases, e.g. find the k closest cities, and multimedia databases e.g.

find the k most similar images. A standard technique is to map those data items as

points into a highŋdimensional feature space. The feature space is usually indexed

using a multidimensional index structure. Similarity search then corresponds to a hy-

perspherical range search, which returns all objects within a threshold level of similarity

to the query objects, and a K nearest neighbor search that returns the K most similar

objects to the query object.

Definition 1 (Nearest Neighbor Search) Let Φ be a set of M dimensional points.

Define the distance between points Q and F as d(Q,F ). The nearest neighbor to the

query point Q is a data point NN(Q) ∈ Φ such that NN(Q) is closer to Q than any

other point in Φ:

NN(Q) = {F ∈ Φ|∀F ′ ∈ Φ : d(Q,F ) ≤ d(Q,F ′)}

Definition 2 (K Nearest Neighbor Set and Radius) The K nearest neighbors

to the query point Q in database Φ are defined as a set NNK(Q) of at least K data

points, NNK(Q) ⊂ Φ, such that:

NNK(Q) = {F1, ..., FK ∈ Φ|∀F ′ 6= Fi, F
′ ∈ Φ : d(P, Fi) ≤ d(P, F ′)},

13
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The K-NN radius or K-NN range is then defined as:

max{d(Q,F ), F ∈ NNK(Q)}

The volume of M -dimensional hyper-cube with edges of length r is rM . Therefore,

for a constant edge length, the volume of the hypercube grows exponentially with

increasing dimensions and constant edge length. The proportion of this volume and

the volume contained between the surface and a smaller hypercube with edge length

r − ε is:

rM − (r − ε)M

rM
= 1− (1− ε

r
)M → 1, as M →∞

Thus, in high dimensions, most of the volume of the cube is spread around the surface

of the cube region. This has an effect on the nearest neighbor search. The radius of the

nearest neighbor query and the query point define a hypersphere in high–dimensional

space. The largest spherical query that fits into the M -dimensional hyper-cube with

edges of length r has the radius r/2, and it forms hypersphere Ψ. Then, the probability

that an arbitrary point lies within this sphere is:

V ol(Ψ)

rM
=

(
√

(π)/2)M

(M/2)!
→ 0, as M →∞.

This, if the data dimension M is large, there only is a small probability that any

data point will be inside the sphere. Moreover, results in [19] demonstrate that the

maximum and minimum distances to a given query point in high–dimensional space

are almost the same under a wide range of distance metrics and data distributions. All

points converge to the same distance from the query point in high dimensions, and the

concept of nearest neighbors becomes meaningless.
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However, there are scenarios where nearest neighbor search in high dimensions is

meaningful. The first is when the underlying dimensionality of the data is much smaller

than the actual dimensionality. The second is when the search space is limited to only

a cluster to which the query point belongs. We now present the recent research effort

in these two directions to overcome the “dimensionality curse”.

2.3 Reduction of Dimensionality

Dimensionality reduction algorithms are needed to support scalable object retrieval

in high dimensions and large databases and there has been a lot of work done in the area

of determining the meaningful dimensions. These approaches can be loosely classified

into two categories: (1) distance preserving methods (2) energy preserving methods.

We now discuss these two categories and some of their implementations.

2.3.1 Distance Preserving Methods

Distance mapping algorithms take the set of objects and inter-object distances and

map the objects to a space with lower dimension such that distances among the objects

are approximately preserved. In an ideal situation, for any given query one should find

the same set of nearest neighbors in the low–dimensional space as in the original high–

dimensional space. The lower dimensional representation is found by minimizing a

certain cost function.
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Multidimensional Scaling (MDS) [23] approach adopts the difference in pair-

wise distances between feature points in the original and low–dimensional space as a

cost function. MDS is an iterative method that preserves the global topology of the

feature space. In a metric space, points are mapped to a 2D or 3D space so that

the distances between pairs of vectors remain in the same order. Computational time

is proportional to O(N3) since the distance between every pair of objects must be

computed at every iteration, thus making this method impractical for large datasets.

Preserving only the local topology of one point with respect to K closest points, rather

than global one, can further reduce the complexity to O(NK2), see [140]. The perfor-

mance of the local method [140] is similar to the global MDS, and the complexity is

still high for large datasets.

In [43], a significantly faster algorithm called FastMap, based loosely on the MDS

principles, is presented. FastMap maps vectors to a low–dimensional space while ap-

proximately preserving the distances between objects. The axes of the new space are

determined by the vectors that are mutually farthest apart. The complexity is lin-

ear with number of data in the database, O(N), but its performance is highly data

dependant.

2.3.2 Energy Preserving Methods

A common approach to dimensionality reduction is to identify the most important

features associated with an object so that further processing can be simplified without
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compromising the quality of the final results.

Principal Component Analysis (PCA) [62] defines a linear transformation of

a set of sample points in an M -dimensional space such that along the new axes (or

principal components, PCs) the sample variances are uncorrelated. The principal axes

are found by choosing the origin to be the center of gravity for the sample point set and

forming the dispersion matrix. The principal axes and the variance along each of the

axes are then given by the eigenvectors and associated eigenvalues of the dispersion

matrix. For many datasets, it is sufficient to consider only the first few principal

components, which reduces the dimension. If the dispersion matrix is equal to a data

covariance matrix, PCA method is called Singular Value Decomposition (SVD)

[51]. In this case singular vectors are the principal components. The complexity of such

transformation of data points from dimension M to dimension R is O(MNR2), where N

is the number of data points. A more pressing problem is that the SVD transformation

requires complete data, and computing SVD of very large datasets is computationally

complex. Aggregated SVD [99] approach reduces linear dependence since the SVD

computation is performed on an aggregated data set. The retrieval quality will depend

on how well the aggregated set represents the real one.

2.3.3 Evaluation

We evaluate the FastMap and SVD dimensionality reduction algorithms on two

groups of the datasets. The first group of data collection has class information available
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Figure 2.1: Evaluation of dimensionality reduction algorithms on 50-dimensional

MPEG-7 homogeneous texture sets where class information is available for (a)

Brodatz album of 1856 images in 116 classes, and (b) MPEG-7 ICU data in 53 classes.

with respect to their texture content. One dataset consists of 50-dimensional MPEG-

7 homogenous texture feature vectors similarity for 1856 images from the Brodatz

Texture Album [26]. These feature vectors belong to 116 different texture classes,

each consisting of 16 vectors. The second dataset consists of 50-dimensional MPEG-7

homogenous texture feature vectors for 832 images from the MPEG-7 ICU texture

dataset [101]. These belong to 53 different classes, each consisting of 16 vectors. We

measure the retrieval performance based on the class information in low–dimensional

space, i.e. how many retrievals out of the first 16 belong to the same class.

The second group of two datasets has no class information available. The first

dataset in the second group consists of 34598 48-dimensional MPEG-7 homogeneous

texture feature vectors extracted from the 128 × 128 tiles of 40 large aerial images
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Figure 2.2: Evaluation dimensionality reduction algorithms on 50-dimensional

MPEG-7 homogenous texture sets where class information is NOT available (a)

34598 image tiles extracted from 40 Aerial images, and (b) 26697 Corel images.

[74]. The second dataset is formed in a similar way, but the texture features were

extracted from the tiles of the Corel Photobook image dataset [40], resulting in 26697

48-dimensional feature vectors. We measure the retrieval performance based on the

nearest neighbor information in the full space, i.e. in low–dimensional space how many

retrievals out of the first 20 belong to the nearest neighbor set of size 20 in the full

dimensional space.

We measure the average query precision over all samples. SVD, aggSVD and

FastMap methods are applied to all dataset in order to reduce dimensionality. For

every dimension, we evaluate the retrieval precision in the object space of reduced di-

mensionality. Retrievals are based on the smallest L2 distances from all data points

in the reduced space. For the first group, where the class information is available, the
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precision measures how many images in the retrieved set belong to the image texture

class. For the second group, the precision measures how many images in the retrieved

set are relevant with respect to the relevant image set retrieved in the original feature

space.

Experiments show that, for low dimensionality, the best performance is only in the

range of 40%–70%, see Figure 2.1 and Figure 2.2. The results in 2.1 also show that, if

class information is available, the aggregated SVD approach proves to be as effective as

the regular SVD approach. Class centroids capture a good approximated distribution

of data. However, if class information is available, we can reduce the search space only

to a given class and achieve better performance than by using dimensionality reduction.

The study concludes that FastMap generally performs better low–dimensional space

compared to the SVD based approaches. If the reduction algorithm has a good retrieval

performance, we can always incorporate an efficient low–dimensional indexing structure

to achieve fast query response. As demonstrated in literature [134], the dimensionality

is considered low when it is smaller than 6. In conclusion, this dimensionality reduction

algorithms do not provide a satisfactory object representation for low level descriptors.

2.4 Clustering in High Dimensions

Cluster is defined as a group of the same or similar elements gathered or occurring

closely together. If the nearest neighbor search is limited to the cluster of the query

point, nearest neighbor query should return the closest points within the cluster. How-
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ever, if the cluster of the query point is unknown, the choice of nearest cluster falls

under the ‘dimensionality curse’ problem. As discussed above, recent research findings

indicate that, for high–dimensional data, the concept of proximity or clustering may

not be meaningful [1]. In addition, high–dimensional data is a challenge because of the

inherent sparsity of the points [2]. Therefore, clustering large data sets of high dimen-

sionality presents a serious challenge for clustering algorithms. There are a number of

different clustering algorithms that are applicable to very large data sets, and a few

that address high–dimensional data. In general, clustering algorithms can be divided

into two groups: partitioning and hierarchical.

2.4.1 Hierarchical Clustering

In hierarchical clustering, data points are partitioned into successive levels of clus-

ters, forming a hierarchical tree. At the first level all samples are grouped into singleton

clusters. As we increase levels, more and more samples are clustered together in a hi-

erarchical manner. This approach is effective, but prohibitively expensive for large

datasets since the complexity is quadratic in the number of dataset items, .i.e. O(N2).

Recently, some optimization techniques have been proposed for large high–dimensional

datasets. BIRCH (Balanced Iterative Reducing and Clustering) [145] approach at-

tempts to cluster the data in the optimal manner when a limited amount of memory

is available. It uses a hierarchical cluster feature (CF) tree data structure for storing

summary information about clusters of objects. The CPU and I/O costs of the BIRCH
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algorithm are linear with the number of database elements, i.e. O(N). BIRCH relies

on the existence of the similarity measure between data points, and only performs well

on data sets with spherical clusters. CURE (Clustering Using Representatives) [52]

is an O(N2) complexity algorithm that can identify clusters of complex shapes in the

presence of outliers. CURE uses a fixed number of representative points to define a

cluster and handles large data sets through a combination of random sampling and

partitioning. Since CURE uses only a random sample of the data set, it manages to

achieve good scalability for large data sets and is more efficient than BIRCH.

2.4.2 Partition Clustering

Partition clustering algorithms partition the database into K groups. Clusters are

typically represented by either the mean of the objects assigned to the cluster [24] or

by one representative object of the cluster [65]. Each object is assigned to the closest

cluster. K-Means Clustering originated from the generalized Lloyd’s Algorithm [50],

and is an iterative clustering technique that results in K data clusters. The algorithm

initializes K centroids by choosing points that are mutually farthest apart. At each

iteration, the algorithm recomputes a set of more appropriate partitions of the input

vectors and their centroids. K-means is essentially equivalent to vector quantization

[50], and its complexity is O(KN). CLARANS (Clustering Large Applications based

upon RANdomized Search) [90] is an effective practical technique that improves the

scalability of K–means for large high–dimensional datasets by using a randomized and
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bounded search strategy to cluster data. CLARANS assumes that the objects to be

clustered are all stored in main memory. This assumption may not be valid for large

databases and thus some type of spatial index structure is required.

Self Organizing Map (SOM) [69] is a clustering technique that preserves the

topology of the space. SOM uses a number of reference vectors to describe the original

space as a regular lattice associated with a high–dimensional weighting vector. Each of

the high–dimensional feature vectors is assigned to one of the lattice points based on its

proximity to the lattice point under some distance metric. The topological structure

of the feature space is preserved in the sense that the neighboring lattice points in the

SOM grid are also neighbors in the high–dimensional space. However for those vectors

assigned to the same lattice point, their ordinal relationship may not be retained. The

density of the reference vectors approximates the density of the input vectors for high–

dimensional data. The complexity of the SOM is on the order of O(MK2), where M is

the vector dimension and K is number of vectors. Scalability of SOM depends on the

size of training dataset K, and its effectiveness on how well the training set represents

data distribution in high dimensions.

2.5 Indexing in High Dimensions

There has been a considerable amount of work on high–dimensional indexing. In

database research, indexing structures are used to prune the search space. Initially,

traditional multidimensional data structures such as [53] and K-D tree [109], that were
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designed for indexing lowŋ-dimensional spatial data, were used for indexing highŋ-

dimensional feature vectors. Recent research activities [22] reported the result that

basically none of the querying and indexing techniques which provide good results on

lowŋ-dimensional data perform sufficiently well on highŋ-dimensional data for larger

queries. As a result of these research efforts, a variety of new index structures and

cost models have been proposed. One can broadly classify them into data partitioning

(DP) and space partitioning (SP) techniques, depending on how data are grouped.

2.5.1 Space Partitioning Indexing Structures

Space partitioning methods divide the data space along a predefined grid regardless

of the data distribution. Each node in the tree is defined by a plane through one of

the dimensions that partitions the set of points into disjoint sets, each with half the

points of the parent node. These children are again partitioned into equal halves, using

planes through a different dimension.

A K-D tree [11] is a balanced multidimensional binary tree. It can be thought

of as a coarse-grained density map of the distribution of data points. The database is

split on the dimension with the largest variance. This continues until each node on the

tree has a manageable number of objects. These objects can be stored contiguously

on the physical media. Each search is first performed on the density map and outputs

an estimate of the search times and data volume. Search times are expected to grow

logarithmically with the number of data points. K-D-B tree [103] combines the
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properties of search efficiency of adaptive K-D-tree and the tree balance of B tree [8].

Note that space partitioning is independent of the distance function used to compute

the distance among objects in the database or between query objects and databases

objects. However, like most of the K-D treeŋbased index structures, K-D-B tree suffers

from such problems as no guaranteed utilization. For other space based methods like

Quad Trees [46], if the dimensionality exceeds a large value (for example 60 dimensions),

the whole dataset must be accessed for even very large datasets [22].

2.5.2 Data Partitioning Indexing Structures

Data partitioning indexes divide the data space according to the data distribution

[53, 9, 17, 136, 64, 29, 33]. At the data level, the nearby data items are clustered within

bounding regions defined by data nodes. At a higher level, nearby bounding regions

are recursively clustered within larger bounding regions, thus forming a hierarchical

directory structure. The data nodes are organized in the tree so that spatially adjacent

points are likely to reside at the same node. Each directory node points to a set of

subtrees, and the root node serves as an entry point for query and update processing.

The nodes may overlap with each other. These index structures are height-balanced.

The lengths of the paths between the root and all data pages, i.e. the height of the

index, are identical, but may change after insert or delete operations.

R-tree[53] was designed for the management of spatial objects. In the index, ob-

jects are represented by the corresponding minimum bounding rectangles. Page regions
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are treated like spatially extended, atomic objects, in their parent nodes. Therefore, it

is possible that a directory page cannot be split without creating an overlap among the

newly created pages. This causes a high degree of regions of overlap in high dimensions

and thus low efficiency.

The R*-tree [9] is an extension of R-tree that minimizes the overlap between

page regions, minimizes the surface of page regions, minimizes the volume covered by

internal nodes, and maximizes the storage utilization. The SS-tree [136] uses spheres

as page regions. For efficiency, the spheres are not minimum bounding spheres. Rather,

the centroid point (i.e., the average value in each dimension) is used as the center of

the sphere and the minimum radius is chosen such that all objects are included in the

sphere. Therefore, the region description comprises the centroid point and the radius.

The branches are then pruned using a heuristic method.

The SR-tree [64] is an extension of the R*-tree [9] and the SS-tree. The distinctive

feature of the SR-tree is the combined utilization of bounding spheres and bounding

rectangles. This improves the performance on nearest neighbor queries by reducing

both the volume and the diameter of regions compared to R*-tree and SS-tree. X-

tree [17] extends the R*-tree in two ways: (1) overlap-free split according to a split-

history and, (2) supernodes with an enlarged page capacity. The number and the size

of supernodes created increase with dimensionality. To operate on low–dimensional

spaces efficiently, the X-tree split algorithm also includes a geometric split algorithm.

Hybrid tree [29] splits a node using a single dimension, but the indexed subspaces
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may overlap. Hybrid tree always chooses the dimension that has the largest extent as

the dimension to split. It implicitly eliminates “non-discriminating” dimensions and,

therefore, most of the empty space. The tree operations (insertions, deletions and up-

dates) are similar to the R-tree. The indexed subspaces have K-D tree-based organi-

zation exploited to achieve faster intra-node search. In Pyramid Tree [16], Berchtold

et al. proposed a special partitioning strategy (Pyramidŋ-Technique) that divides the

data space first into 2D pyramids, and then cuts each pyramid into several slices. They

also proposed algorithms for processing range queries on the space partitioned by this

strategy. However, the shape of queries used in similarity search is not hypercube, but

hypersphere.

It has been shown [134, 22] that the data and space partitioning methods ultimately

degenerate to sequential scans through leaf nodes if the number of dimensions in the

data space becomes large. In these studies, measures of efficiency for indexing struc-

tures used for nearest neighbor search were number of vectors/leaf nodes visited and

(I/O) and CPU complexity measured by the elapsed time for NN search. Note that

direct sequential scan is faster than the random data access. We can safely assume

that a linear scan costs as much as 10% [134] to 15% [19] of a random examination of

data pages. Based on reported results [22] for the presented indexing structures, lin-

ear scan outperforms data partitioning indexing methods [136, 64, 17] for dimensions

larger than 10.
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Data partitioning indexing structures tend to have high degrees of overlap between

bounding regions in higher dimensions, causing degradation of the performance of query

processing in high-ŋdimensional data spaces. In addition to the above drawbacks,

these index structures have the well known disadvantages of multidimensional index

structures, such as high costs for insert and delete operations, and the effectiveness of

many of these indexing structures is highly data dependent and difficult to predict [22].

2.5.3 Compression based Indexing

As reported [134], often a simple linear scan of all the database items is cheaper than

using an index based search in high dimensions. Quantization-based indexing methods

attempt to profit from this by maximizing the efficiency of the linear scan approach, and

in the following we present several examples of compression based indexing schemes.

Vector Approximation File (VA-file) [134] index is a compression-based archi-

tecture where the feature space is quantized by separate quantization of each dimension.

Search mechanism is based on sequential searching over a compressed representation

of the database items. The compression of the feature space enables more items to

be loaded into main memory for faster access. Sequential search over quantized data

reduces the search complexity by filtering out a good fraction of the data. Only the

remaining fraction of the actual feature vectors is accessed, thus reducing the number

of page accesses. The evaluation of VA-file demonstrates that VA-File outperforms

most of the tree based index structures in high dimensions [22].
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The Vector Quantization File (VQ) [126] technique was proposed for limited

memory applications. Here, the data is partitioned using the accumulated query history

and each partition of data points is separately compressed using a vector quantizer

tailored to its distribution. The VQ techniques inherently provide a spectrum of points

to choose from. This property is especially crucial for large multimedia databases where

I/O time is a bottleneck because it offers the flexibility to trade time for better accuracy.

Independent Quantization Tree (IQ) [13] tree claims to be the “best of both

worlds” of indexing approaches. It employs a three-level index structure, using mini-

mum bounding rectangles and vector approximations. The first level is a regular (flat)

directory consisting of minimum bounding boxes, the second level contains data points

in a compressed representation, and the third level contains the actual data. The main

technical challenge of the IQ-tree is how to determine an optimal compression rate for

each page.

For multimedia databases, compression based methods have certain advantages.

First, the construction of the approximation is based on the feature values in each of

the dimensions independently. As a result, the compressed representation domain can

support query search for different similarity measures. Secondly, the construction of

the approximation can be made adaptive to the dimensionality of the data.
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2.6 Discussion

In this chapter, we introduced the curse of dimensionality and its broad impact

on large multimedia datasets management, in particular, data access, retrieval, and

summarization.

The three major approaches to overcoming the dimensionality curse are data sam-

pling, and in particular data clustering, and constrained and approximate nearest

neighbor search. An increase in dimensionality can often be helpful to mathemati-

cal analysis. Simply, we could say that in many cases, there are really “few things that

matter” [2]. In addition, careful feature selection and scaling of the inputs fundamen-

tally affects the severity of the problem.
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Efficient Access for Gabor Texture
Features

There has been considerable work in the past decade on the use of low level visual

features for content based image and video retrieval. The focus has been on finding

good visual descriptors for similarity search [47, 75, 116]. Typical image/video descrip-

tors are of high dimensionality (from tens to several hundreds of dimensions). Color,

texture, shape, and motion descriptors are some of the commonly used low-level visual

descriptors for image and video data [78]. For example, a 80-dimensional edge his-

togram descriptor is often used to characterize the shape in a given image. The feature

space grows exponentially with the number of descriptor dimensions, and the search

complexity increases at the same rate. The curse of dimensionality is hard to avoid

since the high dimensionality and computational complexity of descriptors adversely

affect the efficiency of content-based retrieval systems. There has been a considerate

amount of work done in the area of determining the meaningful dimensions of feature

descriptors by using traditional dimensionality reduction approaches [99, 140, 145].
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As demonstrated in Chapter 2, these approaches do not provide a satisfactory repre-

sentation for low level descriptors, since the precision rate during retrieval is low.

In this chapter, we re-examine a MPEG-7 [78] texture descriptor, and propose a

modified descriptor based on how the original texture descriptor was derived. This

new descriptor has comparable performance, but with half the dimensionality and less

computational expense. We also propose a new normalization scheme that improves

similarity retrieval.

3.1 Image Texture

Image texture has emerged as an important visual feature for image/video informa-

tion retrieval applications in remote sensing, medical diagnosis and quality control. Im-

age texture is useful in a variety of tools, such as segmentation and similarity retrieval,

and has been the subject of intense study by many researchers [77, 125]. In a very

general sense, image texture is the appearance of spatial distribution of basic patterns.

Image texture can be observed in a wide variety of image objects: images of water,

grass, clouds, a pattern on a fabric, woven aluminum wire, brick walls, and handwoven

rugs, are some examples of image texture. There have been several attempts to model

texture using statistical methods [56], as well as random field model-based methods

[72, 80], geometrical methods [125], and multiscale filtering techniques [57, 30, 76].
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3.2 A Homogeneous Texture Descriptor

In a very general sense, texture in an image is the appearance of spatial distribution

of basic patterns. Regular spatial distribution of these patterns form a homogeneous

texture while a random distribution produces a wide range of non-homogeneous tex-

ture patterns. Texture descriptors characterize the texture pattern in an image and

are used to compute similarity between two images. Our focus here is on a descrip-

tor that is based on multiresolution Gabor filtering. This descriptor is referred to in

the following as the Homogenous Texture Descriptor (HTD). The choice of HTD is

motivated by several factors. Daugman [38] proposed the use of Gabor filters in the

modelling of the receptive fields of simple cells in the visual cortex of some mammals,

and showed that for two–dimensional Gabor functions, the uncertainty relations attain

the minimum values [38]. Later, Gabor filter outputs were shown to be well suited for

texture segmentation and analysis [80, 125]. In addition, a Gabor-based homogeneous

texture descriptor has been adopted by the MPEG-7 standard for its effectiveness and

efficiency [78].

3.2.1 Gabor filter bank

The Gabor filter can be viewed as a sinusoidal 2D plane of a particular frequency

and orientation, modulated by a Gaussian envelope, see Figure 3.1(a). Therefore,

a Gabor filter can be considered as an orientation- and scale-tunable edge and line

detector. Gabor filters do bear some similarity to Fourier filters. However, Gabor
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(a) Spatial Domain (b) Polar Frequency Domain

Figure 3.1: (a) Gabor filters in the spatial domain for K=5 orientations and S=3

scales, and (b) Gabor channel contours in the polar frequency domain; the contours

represent half peak magnitude of a Gabor filter response for a=2, K=6 orientations,

and S=4 scales.

filters are limited to certain frequency bands by the Gaussian damping terms, and are

bandpass filters. A two-dimensional Gabor function is defined as:

g(x, y) =
1

2πσxσy

exp

[
−1

2

(
x2

σ2
x

+
y2

σ2
y

)
+ 2πjWx

]
, (3.1)

where W is the frequency of the modulated sinusoid and j =
√−1. Gabor functions

form a non-orthogonal basis set for the multi-resolution decomposition of any two–

dimensional function I(x, y).

A class of self-similar Gabor functions, also known as Gabor wavelets, is derived

from the mother wavelet g(x, y) by appropriate dilations and rotations [76]:

gmn(x, y) = a−mg(x′, y′) a > 1, m, n ∈ Z

x′ = a−m(x cos θ + y sin θ) y′ = a−m(−x sin θ + y cos θ),

. (3.2)

where m = 1, .., S, S is the total number of scales. The scale factor a−m in (3.2)
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ensures that the energy ε =
∑

x

∑
y |gmn(x, y)|2 is independent of m, i.e., all the filters

in the dictionary have the same energy. If K is the total number of orientations then

θ = nπ/K, n ∈ [0, 1, 2, . . . , K−1]. The non-orthogonality of the Gabor wavelets results

in redundant information in the filtered images. Usually, given K and S, a is chosen to

ensure that the half-peak magnitude supports of the filter responses in the frequency

spectrum touch each other, see Figure 3.1(b).

Given an image I(x, y), its Gabor wavelet transform tmn(x, y) is defined by:

tmn(x, y) = |gmn(x, y) ∗ I(x, y)| , (3.3)

where ∗ denotes convolution in spatial domain. This wavelet decomposition allows a

compressed presentation of the intensity image data. Given that the total of S scales

and K resolutions are used for this multi-resolution decomposition, the number of

filtered images tmn is S ×K.

3.3 Statistics of the filter outputs

Gabor filters detect perceptually significant features at various spatial scales and

orientations. The statistics of these micro features characterizes the underlying texture

information. Let A be the number of output coefficients, A =
∑

x

∑
y 1. The mean µmn

and the square root of the standard deviation σmn of the magnitude of the transform

coefficients |tmn| are used to form one component of the HTD:

µmn = 1
A

∑
x

∑
y |tmn(x, y)| , σ2

mn = 1
A

∑
x

∑
y(|tmn(x, y)| − µmn)2 . (3.4)

35



Chapter 3. Efficient Access for Gabor Texture Features

Note that, for Gabor filtering, the window size is pre-determined based on the

central frequency of the filter. The window size in MPEG-7 is 64, 128 or 256 pixels

wide. Formally, the HTD is a vector formed for S scales and K orientations given by:

~fµσ = [µ11, σ11, µ01, σ01, ..., µSK , σSK ]. (3.5)

A Gabor-based HTD has been adopted to the MPEG-7 standard [78] for its effec-

tiveness and efficiency [76]. Let µI and σI denote the mean and the standard deviation

of the intensity of image I(x, y):

µI =
1

N

∑
x

∑
y

I(x, y) σ2
I =

1

N

∑
x

∑
y

(I(x, y)− µI)
2, (3.6)

~fMPEG−7 = [µ11, σ11, µ12, σ12, ..., µSK , σSK , µI , σI ]. (3.7)

Note that the dimensionality of fµσ is 2 × S ×K and the dimensionality of ~fMPEG−7

is 2× S ×K + 2.

3.3.1 Rician model for Gabor filter outputs

Dunn and Higgins [42] provide analytical evidence that the Gabor filter output can

be modeled in general was as a Rician random variable. This approach is based on

adopting the same principles for texture filtering models as already exist for commu-

nication receiver models [58].

As shown in (3.1), the Gabor filter is a Gaussian function modulated by a complex

sinusoid. Its frequency response has a Gaussian shape. So the nature of the Gabor

filter is a band-pass filter. Consider the 1-D case for simplicity, and let I(x) be uniform
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Figure 3.2: The Rician Distribution: pa(x) = xe−
1
2
(x2+a2)I0(ax).

texture. Thus, I(x) is a periodic signal and can be represented as a sum of sinusoids

[58]. In the frequency domain, the Fourier transform of I(x) is I(u). I(u) consists of

a periodic collection of impulses. So, the Fourier transform t(u) of the Gabor filter

output t(x), of (3.3) consists of impulses, and thereby t(x) is a sum of sinusoids. The

main result is that, if a texture is uniform, Gabor filtering will produce an output that

is sinusoidal with amplitude U . If the texture is non-uniform, it can be viewed as a

homogeneous texture with random perturbations. Perturbations are modeled as white

Gaussian noise, and the noise output after Gabor band-pass filtering is narrow band

noise n(x). n(x) is a Gaussian zero-mean, wide-sense stationary noise with variance

σ2. Let nI(x) and nQ(x) be the in-phase and quadrature component, respectively, of

n(x), and:

n(x) = nI(x)cos(ux)− nQ(x)sin(ux). (3.8)

If we represent the non-uniform texture as a sum of sinusoids and a white Gaussian
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noise, the filtering Gabor filter output is:

t(x) = |Uocos(ux) + n(x)| = |n′I(x)cos(ux)− nQ(x)sin(ux)|

t(x) = |r(x)cos(ux + φ(x))| = r(x)

. (3.9)

Note that n′I(x) = U + nI(Q) and that nI(x) and nQ(x) have independent, zero

mean Gaussian distribution with variance γ2 [58]. The magnitude of this narrow-band

noise signal is given by:

r(x) =
√

n′I
2(x) + n2

Q(x). (3.10)

The probability distribution of r(x) is Rician, and it was formulated in [100] as

pa(r) =
r

γ2
exp

(
−r2 + U2

2γ2

)
I0

(
Ur

γ2

)
, (3.11)

where I0(x) is the zero-order modified Bessel function of the first kind. Since r(x) is

Rician from (3.11), t(x) is Rician for any x. A normalized Rician distribution is shown

in Figure 3.2, where a = U
γ
is the signal-to-noise ratio and x = r

γ
is the normalized

envelope of the signal. The Rician distribution in (3.11) can vary from a Rayleigh

distribution for low signal-to noise ratio (a ≈ 0) to an approximately Gaussian dis-

tribution for large a (a À γ), see Fig. 3.2. The Rician model provides considerable

insight to the nature of the filter outputs, as we discuss next.

The design of (3.5) for the HTD is driven by the implicit assumption that the

filter outputs have a Gaussian-like distributions. If the texture is homogenous, well-

defined and periodic for scale s and orientation k, the filter output histogram demon-

strates a Gaussian-like distribution, as shown in Figure 3.3(b). Therefore, each of

these Gaussian-like distributions is well described completely by mean and standard
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(b) Histogram for s=3, k=3
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(c) Histogram for s=1, k=2

Figure 3.3: (a) Brodatz Image 21 with regular texture pattern, and histograms of its

Gabor filter output values for gs,k (b) s=3, k=3, and (c) s=1, k=2.

deviation. Gaussian distribution approximates the Rician distribution well for high

signal-to-noise ratio. This approximation showed to be effective for similarity retrieval

experiments over well-defined Brodatz texture dataset [74]. But, even for the well-

defined textured image in Figure 3.3(a), the Gaussian model does not describe the

output distribution of the majority of Gabor filter well. In the example, over 2/3 of

the filter outputs have distributions like the one in Figure 3.3(c). In that case, the

Gaussian approximation of the Rician distribution is not a good model. These filter

outputs are better described using a Rayleigh approximation of the Rician distribution,

see Figure 3.2.

3.3.2 Modified texture descriptor

Textures typically do exhibit some underlying structures. However, as discussed

for the example of Figure 3.3 in the previous section, unless the texture structure is
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(a) Image 12 (b) Histogram for s=3, k=3 (c) Histogram for s=2, k=5

Figure 3.4: (a) Brodatz Image 12 with irregular texture pattern, and istograms of its

Gabor filter output values for gs,k (b) s=1, k=3, and (c) s=2, k=5.

well-defined and periodic and a Gabor filter tuned to that pattern is used, the Gaussian

approximation o the Rician distribution of the filter outputs is not accurate. Further, if

an image contains complex and/or noisy textures, like the Image 12 from the Brodatz

album, shown in Figure 3.4(a), even the outputs of ‘tuned’ filters exhibit Rayleigh like

distribution as shown in Figure 3.4(b). One explanation is that many textures are

neither uniform nor homogenous, and contain significant random effects or complex

patterns. This results in large perturbations for the model and the signal-to-noise

ratio is smaller. In typical experiments, the distributions of filter outputs are usually

like the one in Figure 3.4(c).

Over a wide range of textures, the probability that a given texture is uniform and

that it has a strong component at a specified center frequency, is small. Thus, the

Rayleigh approximation is valid with a higher probability than the Gaussian approx-

imation for the filter outputs that have Rician distributions. This claim is consistent
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with the results reported in [135] as well as with experimental results presented in this

chapter.

Note that the HTD descriptor in (3.5) was derived from the Gaussian approxima-

tion. However, when the output signal-to-noise ratio of the filter is low, the Rician

distribution significantly deviates from the Gaussian approximation. Parameter esti-

mation for the Rician distribution is a complex problem that has attracted much of

attention in the medical imaging community [112]. Here, we adopt another approx-

imation: Rayleigh distribution is a Rician distribution for a = 0 (3.11) as seen in

Figure 3.2:

p0(r) =
r

γ2
exp

(
− r2

2γ2

)
. (3.12)

The Rayleigh distribution has only one parameter, γ. We can estimate γ using the

maximum likelihood estimator [118]. If t(x, y) corresponds to the Gabor filter output,

and A is the number of output coefficients, the maximum likelihood estimate of γ is

γ2 =
1

2A

∑
x

∑
y

|t(x, y)|2 ⇒ γ2
mn =

1

2A

∑
x

∑
y

|tmn(x, y)|2, (3.13)

where γmn is the Rayleigh parameter of the output distribution when the Gabor filter

gmn is applied. The modified texture descriptor then is ~fγ:

~fγ = [γ00, γ01, ..., γs−1k−1]. (3.14)

This descriptor has S ×K dimensions, which is half the number of dimension of ~fµσ

(3.5). Moreover, if we have pre-computed ~fµσ (or MPEG-7) features, it is easy to

compute ~fγ without having to perform the filtering step using (3.4):

γ2
mn =

1

2

(
µ2

mn + σ2
mn

)
. (3.15)
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Figure 3.5: Histograms with 100 bins of the values along s=6, k =4 of ~fµσ of (a) µ6,4,

and (b) σ6,4 data.

Thus we can compute the new features from the old ones without having to repeat

the computationally expensive filtering step. This observation is significant because

many databases already use MPEG-7 texture features for content-based access. A 50%

reduction in dimension results in significant savings in the storage of feature vectors

and a reduction of the computational complexity for similarity search in large image

datasets [83].

3.4 Distribution along dimensions

In Section 3.3 we showed that the distribution of Gabor filter outputs t(x, y) can

be modeled well by the Rician distribution. However, it was shown that the estima-

tion of Rician parameters is not practical to [112], especially the variance parameter.
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Therefore, Gaussian or Rayleigh parameters are used to describe Gabor filter outputs

in a feature vector.

We now study the distributions along each dimension of the ~fγ and ~fµσ parameters

of (3.14) over a large image dataset. In order to get a texture information from the

image, we filter the ith image from the database with Gabor wavelet g(m,n) and use the

statistics of the filter output as the descriptor element of (3.13). This random variable

is the square root of the sum of squared filter outputs. Note that the magnitudes

|t(x, y)|2 of the filter outputs are shown to have a Rician distribution. Also, from

(3.10),

|t(x, y)|2 = n′I
2
(x, y) + n2

Q(x, y). (3.16)

Note that n′I(x) and nQ(x) have independent, Gaussian distributions with means U

and 0 respectively, and variance σ. Therefore:

γ =
1√
2A

Z, Z =

√∑
x

∑
y

|t(x, y)|2 =

√∑
x

∑
y

(n′I
2(x, y) + n2

Q(x, y)), (3.17)

where Z is the magnitude of a sum of 2A Gaussian distributed random variables, and

its underlying distribution is the generalized Rice distribution [4].

If Ui is the mean value of n′I , and U2
o =

∑
i U

2
i , pdf of Z is [4]:

pZ(z) =
z

σ2

(
z

Uo

)A−1

exp(−z2 + U2
o

2σ2
)IA−1

(
zUo

σ2

)
. (3.18)

If signal-to-noise ratio is high, generalized Rice distribution can be approximated with

a Gaussian (see Appendix A):

pZ(z) ∼ 1√
2πσ2

e−
(z−Uo)2

2σ2 . (3.19)
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Therefore, for large SNR, γ̂ has a Gaussian distribution with mean Uo and variance σ,

i.e. γ̂ ∼ N (Uo, σ). As demonstrated Section 3.3.2, low signal-to-noise ratio is more fre-

quent scenario for filtered textures. Thus, the distribution of Z can be approximated by

a generalized Rayleigh distribution. General Rayleigh distribution is a χ-distribution

(Chi) with scale parameter equal to 1:

pZ(z) =
2z2A−1

(2σ2)AΓ(A)
e−

z2

2σ2 =
1

σ2
χ(

z

σ
, 2A). (3.20)

Therefore, for low signal-to-noise ratio γ ∼ Rayleigh. Over a large dataset, the values

along each dimension of both fγ and similarly fµσ follow a skewed distribution that

can be approximated with Rayleigh distribution [135]. This argument is supported by

experimental observations demonstrated in Figures 3.5 and 3.6.

We can estimate the Rayleigh distribution parameter γ̂ using maximum likelihood

estimation [118]. If fij = γmn is a Rayleigh parameter for fixed m and n along one

dimension j = mK + n of all the images i from the database, i = 1, . . . , N , the

maximum likelihood estimate of the parameter γj is γ̂j:

γ̂2
j =

1

2N

∑
i

|fij|2. (3.21)

3.4.1 Similarity Measure and Normalization

We have that the homogeneous texture in an image can be described with a feature

vector whose elements are the statistics of the Gabor filtered image via equations (3.5),

(3.7), and (3.12). Similarity between two textures is measured by the distance between
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Figure 3.6: Histograms with 400 bins of the values along s=6, k =4 of ~fµσ of (a) µ6,4,

and (b) σ6,4 for Aerial set of features data.

the corresponding feature vectors. Ideally, the distance computed from these feature

vectors should capture the similarity of the underlying textures. Typically, the texture

feature characteristics in this space are captured using Lp norms, p = 1, 2, . . . ,∞.

Let ~fi = [fi1, fi2, . . . , fiM ]T be the corresponding texture feature vector of the ith

image pattern. The Lp distance between two feature vectors ~fi and ~fj is thus defined

as:

d(i, j) = p

√√√√
M∑

k=0

(fik − fjk)p. (3.22)

Detailed experimental evaluations of Lp distance measures suggest that the L2 (Eu-

clidean) or L1 distance measures capture the similarity best [110]. However, if we

measure the distance between two raw vectors using the L2 or L1 norm, those feature

components that have a large dynamic range are likely to dominate the measure. In

order to provide more objective comparison, we normalize the feature vectors to obtain
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Figure 3.7: Histograms with 100 bins for a Brodatz album data of values along of ~fγ

of γ6,2: (a)~fγ, (b) ~f
(SN)
γ , and (c) ~f

(RE)
γ .

better results [74]. The descriptors are normalized separately so that each dimension

has the same dynamic range. Since we observed two different approximations of the

distributions of parameters fγ and fµσ along each dimension in Section 3.4, we pro-

pose a new normalization Rayleigh Equalization (R.E.) method and compare it with

existing Standard Normalization (S.N) approach.

Standard Normalization [74] assumes the Gaussian approximation of component

distributions along each dimensions. Note that Gaussian cumulative distribution func-

tion (CDF) does not have a closed form. Therefore, we scale the values along each of

the dimensions to have zero mean and unit variance. The dynamic range is thus the

same, and the components should contribute to the overall distance measure equally.

The component–wise average and standard deviation of the N feature vectors along

dimension j are:

µ̄j =
1

N

N∑
i=0

fij and σ̄j =

√√√√ 1

N

N∑
i=0

(fij − µ̄j)2 → f
(SN)
ij =

fij − µj

σj

. (3.23)
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Rayleigh Equalization adopts the Rayleigh approximation of component distri-

bution along each dimensions as shown in Section 3.4. Rayleigh equalization forces the

distribution along dimensions to be uniform on the segment [0, 1] using the Rayleigh

CDF:

f
(RE)
ij = 1− e

− f2
ij

2
ˆ

γ2
j , (3.24)

where γ̂j is estimated using (3.21). Rayleigh equalization enforces a more uniform

data distribution, see Figures 3.7. This enables the use of uniform space partitioning

instead of data partitioning in high–dimensional space, thus resulting in lower indexing

complexity and overhead.

3.4.2 Evaluation

Although research on image retrieval has been actively pursued for more than a

decade, less work has been done on how to effectively evaluate such retrieval techniques

and systems. A typical procedure for evaluation is to (1) set up an image testbed; (2)

define a query set and a ground truth for each query image; (3) use these metrics to

compare the effectiveness of different approaches, and (4) measure how many images

are relevant in the retrieved set (precision) and how many of the relevant images in

the collection were retrieved (recall). Thus, typical performance evaluation of retrieval

approaches are highly dependent on the nature of the selected image dataset and query

set selected. There is no known metric which is independent of any query set while

accurately depicting the performance of the image retrieval system.
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With the above in mind, we compare the similarity retrieval performance of ~fµσ

and ~fγ on the Brodatz texture dataset [26]. The dataset consists of 1856 images

(16 subimages from each of 116 texture classes). Since we consider 5 scales and 6

orientations, the dimensionality of ~fµσ is 60 and ~fγ is 30. Each texture descriptor ~f

from both sets is used in turn as the query. Retrievals are based on the smallest L2

distances from f in the descriptor space. Let T (~f) be the retrieved set with cardinality

T , and C(~f) be the collection of images relevant to ~f . The precision measures how

many images are relevant in the retrieved set as:

P (~f) =

∣∣∣C(~f) ∩ T (~f)
∣∣∣

∣∣∣T (~f)
∣∣∣

, (3.25)

and the recall measures how many of relevant images we retrieved:

R(~f) =

∣∣∣C(~f) ∩ T (~f)
∣∣∣

∣∣∣C(~f)
∣∣∣

. (3.26)

where |·| denotes cardinality of the set.

Figures 3.8 and 3.9 show the precision vs. recall curves for each descriptor and

normalization method for the L1 and L2 distances, respectively. The curves are plotted

by averaging precision and recall over all t, for different size of retrieved set, ranging

from T = 1 (high precision, small recall) to T = 48 (small precision and high recall).

While the dimensionality of ~fγ is smaller by 50%, the drop in precision (equivalently,

the increase in error rate) is around 5% on average for L1 and 6.6% for L2 over 48

different values of T .

Use of Rayleigh equalization method increases the retrieval precision for both the

L1 and L2 distance measures, and ~fµσ and ~fγ datasets, and it is superior to standard
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Figure 3.8: Precision vs. Recall curves for L1 distance measure over the Brodatz

album.

normalization method. This confirms our claim that the Rayleigh distribution assump-

tion along feature dimensions is valid with high probability when we consider a wide

range of textures.

3.5 Discussion

When texture images are processed through Gabor filters, the filter outputs have

a strong tendency to follow a Rayleigh distribution. Based on this, we modified the

MPEG-7 homogeneous texture descriptor resulting in lower dimensionality and com-
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Figure 3.9: Precision vs. Recall curves for L2 distance measure over the Brodatz

album.

putational complexity. This benefits content-based retrieval systems by significantly

reducing storage, computational expense, indexing overhead, and retrieval time. We

support this approach by demonstrating that the new descriptor performs comparably

with the MPEG-7 descriptor.

Another observed phenomenon is that the values along each dimension of both

descriptors follow a generalized Rice distribution that can be modeled well by a gen-

eralized Rayleigh pdf. Exploiting this behavior, we proposed a new normalization

for the Homogenous Texture descriptor databases. We demonstrated that the new

normalization scheme improves similarity retrieval performance.
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Chapter 4

Quadratic Distance Queries for
Relevance Feedback

In this chapter, we present an efficient approach to relevance feedback search in

high-dimensional feature space. Relevance feedback learning is a popular scheme used

in content based image and video retrieval to support high-level “concept” queries.

This work addresses those scenarios in which a similarity or distance matrix is up-

dated during each iteration of the relevance feedback search, and a new set of nearest

neighbors are computed. Repetitive nearest neighbor computation in high-dimensional

feature spaces is expensive, particularly when the number of items in the data set is

large (hundreds of thousands). In this context, we present a scheme that exploits cor-

relations between two consecutive nearest neighbor sets and significantly reduces the

overall search complexity. We show that vector quantization–based indexing struc-

tures can support relevance feedback and suggest a modification to an existing nearest

neighbor search algorithm to support relevance feedback for the weighted Euclidean

and quadratic distance metric. Detailed experimental results indicate that only a small
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fraction of the actual feature vectors are accessed under the new framework, thus sig-

nificantly reducing search complexity.

4.1 Introduction

Similarity search in content based retrieval is based on searching for nearest neigh-

bors (NN) in a given feature space. For example, to index a collection of images, one

first computes various feature descriptors, such as those for color, texture and shape.

To search the image collection for images similar in color to a given query image, a

nearest neighbor search is performed in the corresponding color feature space and the

closest neighbors are then retrieved and presented. This is a typical scenario for sim-

ilarity search in content based retrieval. Thus, the first step in creating a database is

to compute relevant feature descriptors to represent the content. Color, texture, shape

and motion descriptors are some of the commonly used low-level visual descriptors for

image and video data [78]. While the low level features are quite effective in “similarity”

retrieval, there exists a significant gap between these features and the associated visual

semantics.

In this context, relevance feedback was introduced to facilitate interactive learning

for refining the retrieval results [104, 102]. In relevance feedback, the user identifies a

set of retrieval examples relevant to a given query image. The feedback from the user,

which often includes identifying a set of positive and negative examples, is then used

to compute a new set of retrievals [61, 81, 98, 105, 107, 85]. The user’s feedback can be
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used in several different ways to improve the retrieval performance. For example, the

similarity metric can be modified based on the positive and negative examples. The

distance between two feature vectors is typically calculated as:

d2(Q,F,W ) = (Q− F )T W (Q− F ), (4.1)

where Q is a query vector, F is a database feature vector, and W is a positive semi-

definite weight matrix [5]. During each iteration, the weight matrix is updated based on

the user’s feedback. Using the updated weight matrix, the next set of nearest neighbors

is then computed.

Recently, kernel based approaches have emerged as an alternative to relevance feed-

back using weight matrix updates [147]. A kernel-based system is capable of handling

non-linear distributions and “learns” the user’s search aims through a sequence of user

interactions [146, 119]. However, the computational complexity of learning mechanisms

cannot be neglected for large datasets and high dimensions. For this reason, the weight

matrix update for relevance feedback is still preferred over kernel-based methods.

While most similarity-based retrievals require nearest neighbor computations in

a feature space, it is a well known fact that nearest neighbor computations over a

large number of dataset items is expensive [14, 21, 22]. This is further aggravated by

the dimensionality curse, as described in Chapter 2. Typical image descriptors are

in high dimensions and it is necessary to perform this search repetitively when using

relevance feedback. This can limit the overall effectiveness of using relevance feedback

for similarity retrieval. Thus, there is a growing awareness that existing relevance
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feedback systems cannot process relatively complex queries on large image databases

[67].

Recent research has focused on indexing structures to support high-dimensional

feature spaces. However, as described in Section 2.5, most of the hierarchical structures

are not always reliable and can often be outperformed by a simple linear search over the

entire feature space. As an alternative, a sequential search technique over a compressed

representation of the database items, termed Vector Approximation File (VA-file) and

described briefly in Section 4.2, was introduced in [134]. Using that approach, the

feature space is quantized and each feature vector in the database is encoded using

its compressed representation. Search complexity is significantly reduces since the

computations are carried out in a quantized feature space and only a fraction of the

actual feature vectors are accessed.

In the following sections, we present an algorithm for efficient repetitive searching

of high-dimensional feature spaces derived from a combination of the VA-file technique

and weight matrix update method for relevance feedback. The basic idea is to constrain

the search space for the exact nearest neighbor search at iteration t+1 using the set of

nearest neighbors from the current iteration t, and we derive constraint conditions for

achieving this. Further, the proposed algorithm takes advantage of the quantization

approach to indexing and allows efficient computation of nearest neighbors when the

underlying quadratic distance metric is changing. This work expands and generalizes

our earlier work on this problem [122, 121, 138] to include a general distance metric
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and significantly improved filtering bounds. Detailed experimental results on real image

feature datasets show performance improvements in I/O access of up to nearly two full

orders of magnitude compared to the standard VA-file approach to nearest neighbor

search.

4.2 Vector Approximation File (VA-file)

The Vector Approximation File, VA-File, was introduced in [134] as an efficient

index structure for nearest neighbors. The key element of VA-File [134] is to first

construct a compressed domain representation of the feature space. This compression

by quantization enables more items to be loaded into the main memory for fast access.

Given a query feature vector, it is possible to efficiently filter out in the quantized space

those feature vectors that can not be in the top K nearest neighbor set for that query.

4.2.1 Construction of Approximations

Consider a database Φ of N elements, Φ = {Fi | i ∈ [1, N ]}, where Fi is an M -

dimensional feature vector:

Fi = [fi1, fi2, . . . , fiM ]T . (4.2)

Let Q = [q1, q2, . . . , qM ]T be a query object from the database Φ, Q ∈ Φ. Define the

quadratic distance metric d(Q,Fi, W ) between query Q and database object Fi as:

d(Q,Fi,Wt) =
√

(Q− Fi)T Wt(Q− Fi). (4.3)

55



Chapter 4. Quadratic Distance Queries for Relevance Feedback

�

�

�� ��

��

��

��

��

��

��

��

��

�� 	




�

(a) VA-file Construction

�
�

�� ��

��

��

��

��

��

��

��

��

�� 	



�

�
��� ���
�
��� ���

(b) Bound Computation

Figure 4.1: a) Construction of VA-file approximations where B1 = B2 = 2, and

b) computation of upper and lower bounds on d(Q,H, W1) for Euclidean distance.

Wt is a symmetric, real, positive definite weight matrix.

Each of the feature vector dimensions is partitioned into non overlapping segments,

as shown in Figure 4.1(a). Generally, the number of segments is 2Bj , j ∈ [1,M ],

where Bj is the number of bits allocated to dimension j. Then, the total number

of bits allocated for each high-dimensional cell is
∑M

j=1 Bj. For a feature vector Fi,

the approximation C(Fi) is an index to the cell containing Fi. If Fi is in partition l,

l ∈ [0, 1, 2, . . . , 2Bj − 1], along the jth dimension, the boundary points that determine

the lth partition are blj and bl+1,j, and bl,j ≤ fi,j ≤ bl+1,j.

Consider Figure 4.1(a) where B1 = B2 = 2. The approximation cell C(G) for

point G is coded as “0110”. “01” and “10” are the indices on dimension d1 and d2,

respectively. Note that each approximation cell may contain a number of feature

vectors. For example, C(D) and C(E) have the same approximation “1110”.
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4.2.2 Nearest Neighbor (NN) Search

Approximation–based nearest neighbor search can be considered as a two phase

filtering process [134]:

Phase I - Approximation level filtering: In this phase, the set of all vector approx-

imations is scanned sequentially and lower and upper bounds on the distances of each

object in the database to the query object are computed, as shown in Figure 4.1(b).

During the scan, a buffer is used to keep track of ρ, the Kth largest upper bound found

from the scanned approximations. If an approximation is encountered such that its

lower bound is larger than ρ, the corresponding feature vector can be skipped since

at least K better candidates exist. Otherwise, the approximation will be selected as

a candidate and its upper bound will be used to update the buffer, if necessary. The

resulting set of candidate objects at this stage is N1(Q,W ), and the cardinality of the

set is |N1(Q,W )|.

Phase II - Data level filtering: In this phase, the K nearest neighbors are found.

The actual feature vectors, whose approximations belong to a candidate set, N1(Q,W ),

are accessed. The feature vectors are visited in increasing order of their lower bounds

and the exact distances to the query vector are computed using (4.3). If a lower bound

is reached that is larger than the Kth actual nearest neighbor distance encountered

so far, there is no need to visit the remaining candidates. Let N2(Q, W ) be the set

of objects visited before the lower bound threshold is encountered. The K nearest

neighbors are found by sorting the |N2(Q,W )| distances.
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Phase II finds the K nearest neighbors from the feature vectors contained by approx-

imations filtered in Phase I. In database searches, the disk/page access is an expensive

process. The number of candidates from Phase I filtering determines the cost of disk

access/page access. Our focus in this chapter is on improving the Phase I filtering for

use with relevance feedback.

4.3 Relevance Feedback

Low level descriptors often fail to capture the underlying semantics of the data.

To overcome these, researchers have focused on automatic query expansion to help

the user re-formulate the query in a feedback session. Relevance feedback has long

been suggested as a solution for query modification in word and document retrieval.

For example, Rocchio [104] introduced a classification algorithm that uses vectors of

numeric weights to represent the data, i.e. a vector space model. The probabilistic

model proposed by Robertson and Sparck–Jones [102] modifies these individual weights

based on the distribution of the terms in relevant and non-relevant document sets.

In the context of content-based image retrieval, relevance feedback has attracted

considerable attention. In a typical scenario, given a set of retrievals for an image

query, the user may identify some relevant and some non-relevant examples. Based on

this the similarity metric is modified to recompute the next set of retrievals. The hope

is that this modification to the similarity metric will help provide better matches to a

given query and meet the user’s expectations.
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Kernel–based approaches [147] tend to learn the user’s concepts better through a

series of feedback sessions (20-30), and on smaller sample sets. However, for large

datasets and smaller numbers of sessions, kernel-based concepts fail to provide fast re-

sponse time and significantly better retrievals, leaving only similarity metric update as

an acceptable and scalable solution for real–time content-based image retrieval systems.

At iteration t, let Wt be the weight matrix used, and Rt be the set of K nearest

neighbors to the query object Q, using (4.3) to compute the distances. Also for iteration

t, define the kth positive example vector (k = {1, . . . , K ′}) as

X
(t)
k = [x

(t)
k1 , x

(t)
k2 , . . . , x

(t)
kM ]T , (4.4)

where X
(t)
k ∈ Rt and K ′ is the number of relevant objects identified by the user.

These K ′ examples are used to update the weight matrix Wt to Wt+1. We consider an

optimized learning technique that merges two existing well –known updating schemes:

MARS [105] restricts Wt to be a diagonal matrix. The weight matrix is updated

using the standard deviation σm of x
(t)
km (k = {1, . . . , K ′}, m = {1, . . . , M}). The

weight matrix is normalized after every update and the result is given by:

(Wt+1)m =
(
∏M

i=1 σ2
i )

1
M

σ2
m

. (4.5)

MindReader [61] updates the full weight distance matrix Wt, by minimizing the

distances between the query and all positive feedback examples. In this scheme, the

user picks K ′ positive examples and assigns a degree of relevance π
(t)
k to the kth positive

example X
(t)
k . The optimal solution for Wt is equivalent to the Mahalanobis distance
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assuming the positive examples are Gaussian:

Wt+1 = det(Ct)
1
M (Ct)

−1. (4.6)

The elements of the covariance matrix Ct are defined as:

(Ct)ij =

∑K′
k=1 π

(t)
k (x

(t)
ki − qi)(x

(t)
kj − qj)∑K′

k=1 π
(t)
k

. (4.7)

For K ′ > M , matrices Ct and Wt are symmetric, real and positive definite. Ct can be

factorized as:

Ct = (P ′
t)

T Λ′tP
′
t , P ′

t
T
P ′

t = I, Λ′t = diag(λ′1, ..., λ
′
M) (4.8)

and Wt can be factorized in the same manner:

Wt = P T
t ΛtPt, P T

t Pt = I, Λt = diag(λ1, ..., λM). (4.9)

Note that (see (4.6)) Pt = P ′
t and:

λi =
(
∏M

i=1 λ′i)
1
M

λ′i
. (4.10)

Mars and MindReader formulate the weight matrix query point update as an op-

timization problem: Minimize the sum of distances subject to the constraint that

||W || = 1. Both updates are subjected to the constraint that the sum of distances be-

tween query vector and positive examples is minimized when going from Wt to Wt+1.

Results reported in [61] and [106] show that the distance matrix converges to its opti-

mum value after only a couple of iterations.

The full matrix update of MindReader approach captures quite well the dependen-

cies among feature dimensions, thus reducing redundancies in high-dimensional feature
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space and allowing more false candidates to be filtered out. The downside of the full

matrix update approach is that the inverse covariance matrix (Ct)
−1 exists only if the

number of positive examples, K ′, is equal to or larger than the number of feature

dimensions, M . In case K ′ ≤ M , MARS approach is used.

Note that the number of candidates taken into account for relevance feedback does

not necessarily have to come from the user. In a large interactive system, the user does

not see all the millions of images. The system lets the user pick representatives and

refine the query throughout the iterations. Based on what the user picks, the system

can re-use items from the previous iteration, including same class representatives (in

a multimedia framework environment) or the items from the same cluster (if cluster

information is available) for the new updates.

With this brief introduction to relevance feedback, we can now formulate the nearest

neighbor search problem as follows: Given Rt, Wt, and K ′, the weight matrix Wt+1 is

derived from Wt using some update scheme, compute the next set of K nearest neighbors

Rt+1 using Wt+1 and using a minimum number of computations.

4.4 Bound Computation

The nearest neighbor (NN) filtering process in the Vector Approximation approach

of Phase I, as described in 4.2 uses information on the lower and upper bounds of the

distance between a query point Q and a feature vector Fi. Given a query Q and a

feature vector Fi, the lower and upper bounds on the distance d(Q,Fi,W
t) are defined
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as Li(Q,Wt) and Ui(Q,Wt) such that the following inequality holds:

Li(Q,Wt) ≤ d(Q,Fi,Wt) ≤ Ui(Q,Wt). (4.11)

4.4.1 Weighted Euclidean Distance

The computation of the lower and upper bounds on distance d(Q,Fi,Wt) for the

VA-file index is straightforward for a diagonal Wt. Bounds are constructed based on a

hyper rectangular approximation. If Wt is a diagonal matrix with non-negative entries,

i.e.. Wt = Λt = diag(λ1, ..., λM), then:

L2
i (Q,Wt) = [li1, li2, . . . , liM ]T Λt[li1, li2 . . . , liM ] (4.12)

U2
i (Q,Wt) = [ui1, ui2 . . . , uiM ]T Λt[ui1, ui2 . . . , uiM ],

where:

lij =





qj − bl+1,j qj > bl+1,j

0 qj ∈ [bl,j, bl+1,j]

bl,j − qj qj < bl,j





, (4.13)

and

uij =





qj − bl,j qj > bl+1,j

max(qj − bl,j, bl+1,j − qj) qj ∈ [bl,j, bl+1,j]

bl+1,j − qj qj < bl,j





. (4.14)
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(b) Rotational Mapping

Figure 4.2: a) Bound computation for (1) weighted Euclidean and (2) quadratic

distance, and b) Rotational mapping of feature space and approximation cells:

D → D′ : D′ = PD.

4.4.2 General Quadratic Distance

For the case of a general quadratic distance metric, nearest neighbor query becomes

an ellipsoid query. Points Fi that have the same distance d(Q,Fi,Wt) from a query

point Q form an ellipsoid centered around query point Q. Lower and upper bound

computations in the cases of weighted Euclidean distance and quadratic distance are

illustrated in Figure 4.2(a).

It is computationally expensive to determine whether a general ellipsoid intersects a

cell in the original feature space. For the quadratic metric, exact distance computation

between the query object Q and a rectangle C(Fi) requires a numerically extensive

quadratic programming approach, which would undermine the advantages of using any

vector approximation indexing structure. Our proposed solution to this problem is to
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approximate the upper and lower bound on a cell based on approximation techniques

for ellipsoid queries [5]. Assuming that distance matrix Wt is real, symmetric, and

positive definite, we can applied the factorized Wt from (4.9) to get the distance as

d2(Q,Fi,Wt) = (Pt(Q− Fi))
T Λt(Pt(Q− Fi)). (4.15)

Define a rotational mapping for matrix Pt such that Q → Q′ : Q′ = PtQ. All quadratic

distances in the original space transform to weighted Euclidean distances in the mapped

space, i.e.

d2(Q,Fi,Wt) = (Q′ − F ′
i )

T Λt(Q
′ − F ′

i ). (4.16)

Cell C(D) that approximates feature point D is rotated into a hyper parallelo-

gram C(D′) in the mapped space, as illustrated in Figure 4.2(b). The parallelogram

C(D′) can be approximated with bounding hyper rectangular cell C ′(D′). The weight

matrix in the mapped space is Λt, and the quadratic distance becomes a weighted

Euclidean distance. Li(Q,Wt) and Ui(Q,Wt) are approximated in the mapped space

with Li(Q
′, Λt) and Ui(Q

′, Λt). Li(Q
′, Λt) and Ui(Q

′, Λt) are determined as in Section

4.4.1.

Conservative bounds on rectangular approximations introduced in [5, 108] allow us

to avoid computing the exact distance between query object Q and every approximation

cell C(Fi). However, for restrictive bounds, the distance computation stays quadratic

with the number of feature dimensions in (4.2), while the approximation C(Fi) need

only specify the bounding rectangles position in the mapped space. Note that the

size of approximated bounding rectangle depends only on the cell size in the original
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space, and the rotation matrix Pt, which is computed prior to a new search. The

computational complexity of the distance metric is further reduced since the weighted

Euclidean distance has the same computational complexity as the Euclidean distance.

4.5 Adaptive Nearest Neighbor Search for Relevance

Feedback

In database searches, the disk/page access is an expensive process, directly propor-

tional to the number of approximations determined in Phase I filtering, as described in

Section 4.2. Phase I filtering determines a subset of approximations, N1(Q,Wt), from

which the K nearest neighbors can be retrieved,. Let N opt
1 (Q, Wt) be the minimal set

of approximations that contain K nearest neighbors. The best case result from Phase

I filtering is to exactly identify this subset N1(Q,Wt) = N opt
1 (Q,Wt). However, Phase

I filtering generally introduces some false candidates. The number of false candidates

depends on how firm the filtering bounds are throughout the sequential scan. Also,

the approximation lower bound can be much smaller than the real lower bound and

can thus introduce many false candidates. The smaller the candidate set is, the better

the indexing and search performances. Our objective is to improve Phase I filtering in

the context of relevance feedback. Let ρ be the Kth largest upper bound encountered

so far during a sequential scan of approximations. In the standard approach of Section

4.2, the approximation C(Fi) is included in N1(Q, Wt) only if Li(Q,Wt) < ρ, and the
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value of ρ is updated if Ui(Q,Wt) < ρ. Thus, only the Kth largest upper bound from

the scanned approximations is available and used for filtering.

In investigating Phase I filtering in the context of relevance feedback, we begin by

exploring the relationship between Rt and Rt+1, i.e., the K nearest neighbors in two

consecutive iterations. At iteration t − 1 , Rt−1 contains the K nearest neighbors of

query Q computed using the weight matrix Wt−1. Our objective is to compute the

next set of K nearest neighbors Rt for weight matrix Wt.

Let Rt = {F (t)
k } be the set of K nearest neighbors of query Q at iteration t with

weight matrix Wt:

Rt = {F (t)
k | ∀i 6= k, d(Q,F

(t)
k ,Wt) < d(Q,F

(t)
i ,Wt), k ∈ [1, K]}. (4.17)

At iteration t, define ru
t (Q) as:

ru
t (Q) = maxk{d(Q,F

(t−1)
k ,Wt)}, F

(t−1)
k ∈ Rt−1. (4.18)

Define rt(Q) as the maximum distance between Q and the items in Rt:

rt(Q) = maxk{d(Q,F
(t)
k ,Wt)}, F

(t)
k ∈ Rt. (4.19)

Lemma 1 When Wt−1 is updated to Wt, then the upper bound on rt(Q) is given by:

rt(Q) ≤ ru
t (Q). (4.20)

Proof Equation (4.18) states that there are K distance values d(Q, F
(t−1)
k , Wt) in the

subset Rt−1 of the whole database Φ that are smaller or equal to ru
t (Q). From (4.19),
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it follows that there are K distance values d(Q,F
(t)
k ,Wt) over the whole database Φ

smaller or equal to the value of rt(Q). If Rt−1 = Rt, equality in 4.20 holds. If Rt−1 6= Rt

, there exists at least one feature vector in Rt−1 that does not belong to a K-NN set

of Rt i.e. rt(Q) < ru
t (Q).

In summary, the maximum of the distances between the query Q and objects in Rt

computed using Wt can not be larger than the maximum distance between the query

Q and the objects in Rt−1 computed using Wt.

Corollary 1 For approximation C(Fi) to be a qualified one in N opt
1 (Q,Wt), its lower

bound Li(Q,Wt) must satisfy:

Li(Q,Wt) < ru
t (Q). (4.21)

Let R1 = {E, H} be a user’s answer set for a query Q in a the feature space

illustrated in Figure 4.3(a). When W1 is updated to W2, ru
2 (Q) = d(Q,E, W2). The

Lemma states that the maximum of the distances between the query Q and objects in

R2 computed using W2, r2)(Q) can not be larger than ru
2 (Q). The answer set offered

to a user will be limited to points inside radius ru
2 (Q) = d(Q,E, W2), marked as the

shaded area in Figure 4.3(a).

As we discussed above, false candidates can be introduced if Phase I filtering bound

is larger than the actual Kth smallest lower bound over Φ. This is also important when

approximating cell bounds using quadratic distance metric with spatial transforma-

tions. A spatial transformation, as demonstrated in Figure 4.2(b), can introduce false
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(b) lut filter bound

Figure 4.3: Adaptive search space: (a) Illustration of using ru
t to limit the search

space in Phase I adaptive filtering, and (b) Illustration of using lut to limit the search

space in Phase I adaptive filtering.

candidates in Phase I filtering, since the approximation rectangle in the mapped space

is larger. Therefore, we further reduce the search space by establishing an upper bound

on the Kth largest minimum lower bound encountered during the database scan. Define

lut (Q) as:

lut (Q) = max{L(t−1)
k (Q,Wt)}, F

(t−1)
k ∈ Rt−1. (4.22)

Define lt(Q) as the maximum lower bound away from Q of the items in Rt:

lt(Q) = max{Lk(Q,Wt)
(t)}, F

(t)
k ∈ Rt. (4.23)

Define ε as the diagonal of an index hypercube using S bits per dimension and M

dimensions, thus

ε =

√
M

2S
. (4.24)
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Lemma 2 When Wt−1 is updated to Wt, then the upper bound on lt(Q) is given by

lt(Q) ≤ lut (Q) + ε. (4.25)

Proof Equation (4.22) states that there are K lower bounds Lk(Q,Wt) over the

subset Rt−1 of the database Φ that are smaller or equal to lut , k ∈ [1, K]. From (4.23),

it follows that there are K lower bounds Lk(Q,Wt) over the database Φ smaller or

equal to the value of rt. If Rt−1 = Rt, then equality in 4.25 holds. If Rt−1 6= Rt, there

exists at least one feature vector in Rt−1 that does not belong to a K-NN set of Rt,

i.e., its lower bound is larger than lut (Q) and lt(Q) < lut (Q) + ε.

This lemma states that the filtering bound on maximum lower bound of the ap-

proximations encountered during the scan cannot be larger than the maximum lower

bound computed using Wt for the query Q and the objects in Rt−1 .

Corollary 2 For approximation C(Fi) to be a qualified one in N opt
1 (Q,Wt), its lower

bound Li(Q,Wt) must satisfy:

Li(Q,Wt) < lut (Q) + ε. (4.26)

Based on the approximate nearest neighbor definition in [6], given a query point Q

and an positive error bound ε, ε-NN is a neighbor of the query point within a factor

of (1 + ε) of the distance to the true nearest neighbor of Q. Lets Napp
1 (Q,Wt) be the

ε-NN set of query point Q, where ε is defined in 4.24.
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Corollary 3 For approximation C(Fi) to be a qualified one in Napp
1 (Q,Wt), its lower

bound Li(Q,Wt) must satisfy:

Li(Q,Wt) < lut (Q). (4.27)

Note that, ru
t (Q) ≤ lut (Q) + ε. However if we use only lut (Q) as a Phase I filtering

bound for the lower bound on distance between the query vector and database objects,

the upper bound computation for each approximation encountered is entirely avoided.

There are possible scenarios where lut (Q) bound can filter out some qualified candidates.

Experiments show that, for high dimension, the accuracy of adaptive filtering that uses

lut (Q) is the same as the accuracy of the exact nearest neighbor search, see4.6. In other

words, the use of lut (Q) statistically guarantees that the exact K nearest neighbors are

retrieved, since the probability of the miss is very small in high dimensions [59].

A benefit of pre-computed bounds is their property of selection, as illustrated in

Figure 4.3 where Rt−1 = {E, H}. The user identified points E and H as the ones

similar to the query point Q. Using the feedback, the weight matrix is updated from

W1 to W2. Under the new distance metric, ru
t = d(Q,E,Wt) and the search space is

restricted to the shaded area in Figure 4.3(a). Also, lut = LE(Q,Wt) and the search

space is further restricted, as shown in Figure 4.3(b), where shaded area marks the

search space for Li(Q,Wt) limited by the ellipsoid defined by ltu = LE(Q,Wt).
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4.5.1 An adaptive K-NN search algorithm

We will now outline a new K-NN search method that improves upon the VA-file

index for repetitive searches. For t = 1, the K-NN search Phase I filtering reduces to

standard Phase I filtering [134]. Note that in the standard approach a buffer is used to

keep track of the value of ρ, the Kth largest upper bound found so far during a scan.

In practice, this buffer is used only when user’s feedback or accumulated query history

is not available.

In the presence of relevance feedback, the buffer update is avoided and the new

filtering bound is defined by ru
t (Q) or lut (Q). The data filtering (Phase II) step results

in a set of K nearest neighbors, Rt. Then, a new iteration is started with t = t + 1.

The user identifies positive examples in Rt−1 and the information is used to update

Wt−1 to Wt. Note that the Wt update (Pt and Λt are also computed in the process)

and ru
t (Q)/lut (Q) computation are done before starting the next phase of the Phase I

filtering. The proposed changes to the Phase I filtering are shown in Algorithm 1 when

lut (Q) is used as a filtering bound.

4.5.2 Advantages of the Proposed Method

In the standard approach the umber of false candidates resulting from Phase I

filtering depend on the convergence rate of ρ to its final value. Using firmer filter-

ing bounds than in the standard approach reduces the number of false candidates

collected during the sequential scan of the approximations [122] and increases search
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Algorithm 1 Adaptive K-NN search
t = 1:

Standard VA-file Phase I filtering (Section 4.2);

while t < T do

t = t + 1;

Wt → Wt+1; (Section 4.3)

if Wt = Wt+1 then

Return Rt−1;

BREAK;

end if

lut (Q) = max{Lit−1(Q,Wt)}, F t−1
i ∈ Rt−1;

Adaptive Phase I:

for all i do

Compute Li(Q,Wt); (Section 4.4.2)

if Li(Q, Wt) ≤ lut (Q) then

Insert C(Fi) into N
(l)
1 (Q,Wt);

end if

end for

Return: N1(Q,Wt);

Phase II: Return Rt

end while
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Figure 4.4: Average number of cells selected in Phase I (4.29) from the whole

database of 90774 vectors for weighted Euclidean distance, and K = 20 nearest

neighbor search: N
(s)
1 using standard approach, N

(r)
1 using adaptive approach with ru

t

as the bound, and N
(l)
1 using adaptive approach with lut as the bound, see (4.29).

efficiency. Note that both ru
t (Q) and lut (Q) are computed before Phase I filtering. Since

lut (Q, Wt) ≤ ru
t (Q,Wt), fewer candidates need to be examined in Phase I filtering when

lut (Q) is used as a filtering bound. Also, keeping the standard ρ updated requires an

upper bound computation for every candidate [134], and the expensive calculation of

upper bounds and the Kth smallest upper bound can be avoided using the proposed

approach.
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Figure 4.5: Logarithmic (base 10) scale of average percentage of cells selected in

Phase I (4.29) from the whole database for weighted Euclidean distance, and K = 20

nearest neighbor search: N
(s)
1 using standard approach, N r

1 using adaptive approach

with ru
t as a bound, and N l

1 using adaptive approach with lut as a bound, see (4.29).

4.6 Experiments

We compare the standard VA-file approach for computing the K nearest neighbors

to our proposed adaptive method for different bit resolutions S and the various filter-

ing bounds described in Section 4.5. We demonstrate the efficiency of the proposed

approach on a dataset of N texture feature vectors. These vectors are computed for

N = 90774 region tiles of an aerial image dataset (image data size is 1.4Gb). 60-

dimensional feature vectors are formed using the first- and second-order moments of

the Gabor filter outputs, see (3.5), and 30-dimensional feature vectors are formed from

the Rayleigh coefficients of the Gabor filter outputs, see (3.14).
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The approximations are constructed using the standard VA–file index, as described

in Section 4.2.1. Experiments are carried out for different numbers of bits, S ∈

[2, 3, 4, 5, 6, 7, 8] assigned to every dimension, where the same number of bits S is as-

signed to each of the M uniformly partitioned feature dimensions. A larger value of S

corresponds to constructing the approximation at a finer resolution. For each query,

K nearest neighbors are retrieved during each iteration. The user’s feedback is based

on texture relevance only. For a specific query, the user selects K ′ relevant nearest

neighbors to update the distance metric before every iteration (Section 4.3).

Queries Qi are selected from the dataset to cover both dense cluster representatives

and outliers in the feature space. For a given resolution S and query vector Qi, let

the number of candidates from the Phase I standard filtering approach be |N (s)
1 (Qi)|

for the standard approach. Let the corresponding values for the proposed adaptive

methods be |N (r)
1 (Qi)| with filtering bound ru

t (Q), and |N (l)
1 (Qi)| with filtering bound

lut (Q).

Define the average Phase I selectivity bound as

ρ =
1

I

I∑
i=1

ρ(Qi) r
(u)
t =

1

I

I∑
i=1

r
(u)
t (Qi), l

(u)
t =

1

I

I∑
i=1

l
(u)
t (Qi), (4.28)

and the number of Phase I candidates over the example queries as

N
(s)
1 =

1

I

I∑
i=1

|N (s)
1 (Qi)|, N

(r)
1 =

1

I

I∑
i=1

|N (r)
1 (Qi)|, N

(l)
1 =

1

I

I∑
i=1

|N (l)
1 (Qi)|, (4.29)

and the corresponding effectiveness measures,

α(r) =
1

I

I∑
i=1

|N (s)
1 (Qi)|

|N (r)
1 (Qi)|

α(l) =
1

I

I∑
i=1

|N (s)
1 (Qi)|

|N (l)
1 (Qi)|

γ =
1

I

I∑
i=1

|N (r)
1 (Qi)|

|N (l)
1 (Qi)|

. (4.30)
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Figure 4.6: Phase I selectivity bound distances for weighted Euclidean distance and

K = 20 nearest neighbors: ρ for standard filtering, and ru
t and lut for the adaptive

approach.

4.6.1 Weighted Euclidean Metric

For the Weighted Euclidean distance, we average over I = 20 query vectors for

K = 20 nearest neighbors and K ′ = 15 relevant features for the MARS weight matrix

update (4.5). The number of candidates resulting from the standard and adaptive

Phase I filtering (with different filtering bounds) is shown in Figure 4.4. Figure 4.5

shows that lut (Q) restricts the search space more than ru
t (Q) even for finer resolutions.

When S = 8, ρ converges to a value that is smaller than ru
t (Q), but very close to lut (Q).

The filter bounds over all resolutions are shown in Figure 4.6.

In Figure 4.7, the average gain of the proposed method as reported by the effective-

ness measures of (4.30) is not monotone over S, since the results are strongly correlated
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Figure 4.7: Adaptive gain (4.30) for weighted Euclidean distance: α(r) for adaptive

Phase I search using ru
t , α(l) for adaptive Phase I search using lut , and γ for standard

VA-file search.

with the density of the region around the query image. However, the average mini-

mum gain of the proposed adaptive filtering is still significant at every resolution S.

At coarser resolution, the gain of the firmer filtering bound γ is over 10. Note that α(l)

is around 10 times larger than α(r) for S = 2, 3, 4. At finer resolutions, lut (Q) and ρ are

comparable filtering bounds as shown by the gain α(l) being close to 1 in Figure 4.8.

4.6.2 Quadratic Metric

For the quadratic distance, we average over I = 20 query vectors, for K = M + 10

nearest neighbors and K ′ = M + 5 relevant features using the MindReader weight

matrix update of (4.6). Since lut (Q) is the Kth smallest approximate upper bound
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Figure 4.8: Logarithmic (base 10) scale adaptive gain (4.30) for weighted Euclidean

distance: α(r) for adaptive Phase I search using ru
t , α(l) for adaptive Phase I search

using lut , and γ for standard VA-file search.

under the new weight matrix, lut (Q) restricts the search space significantly more than

ru
t (Q), as shown in Figure 4.11, and it further reduces the number of candidates as

shown in Figure 4.9. In Figure 4.10 the standard approach candidate set for S = 2

includes all approximations. lut restricts the search significantly more than ru
t using the

quadratic distance metric and at all resolutions. When S = 8, ρ converges to a value

that is close to ru
t (Q), but still larger than lut (Q). These results show that the achieved

efficiency gain is significant as demonstrated in Figure 4.12. For finer approximations

S = 8 where lut proves to be a better estimate of the upper bound on approximations

than ρ, as the gain α(l) is larger than 1 for S = 8, as shown in Figure 4.12.
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Figure 4.9: Average number of cells selected in Phase I for quadratic Euclidean

distance: N
(s)
1 for standard approach, N r

1 and N l
1 for adaptive approach with,

respectively, ru
t and lut as a filtering bounds, see (4.29).

4.7 Discussion

In the standard VA-file approach, the number of false candidates is very high for

coarse approximations. The large size of the hyper rectangles causes the filter bound

ρ to increase significantly. Therefore, a tighter filtering bound such as lut (Q) results

in a significant improvement in false candidate filtering. The parameter lut (Q) plays a

more significant role for coarser approximations. Figures 4.6 and 4.11 show that lut (Q)

is smaller with respect to ru
t (Q) and ρ for lower values of S. For the quadratic distance

metric, the approximation bound computation in high-dimensional space introduces

additional false candidates during approximation level search. However, lut is signifi-

cantly smaller than ru
t for S = 2, 3, 4, and allows a smaller number of false candidates
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Figure 4.10: Logarithmic (base 10) scale average percentage of cells selected in Phase

I for quadratic Euclidean distance: N
(s)
1 for standard approach, N r

1 and N l
1 for

adaptive approach with ru
t and lut as a filtering bounds. is used for the y-axis.

in Phase I filtering process. Besides the irrelevant data points that are pruned by using

lut , more vectors are pruned than by ru
t at the expense of allowing some false dismissals.

Note that there were no false dismissals in this experiments. We contribute that to

large number of nearest neighbors retrieved. Therefore, in the presence of relevance

feedback and using lut (Q) as a filtering bound we can either save memory for approxi-

mation storage or reduce the number of required disc accesses for the same resolution.

Experimental results lead us to conclude that lut is a good estimate of ρ in the relevance

feedback scenario.

We presented an adaptive framework that supports efficient retrieval in iterative

scenraios when the similarity metric is quadratic. The weight matrix of the feature
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Figure 4.11: Phase I selectivity bounds 4.28 for quadratic Euclidean distance: ρ for

standard filtering, and ru
t and lut for adaptive one.

space is modified at every iteration based on the user’s input, and a new set of nearest

neighbors is computed. Nearest neighbor computation at each iteration is quadratic

with the number of dimensions and linear with number of items. The proposed scheme

enables the use of the user’s feedback not only to improve the effectiveness of the sim-

ilarity retrieval, but also its efficiency in an interactive content based image retrieval

system. The proposed approach uses rectangular approximations for nearest neighbor

search under quadratic distance metric and exploits correlations between two consec-

utive nearest neighbor sets. We believe that the proposed similarity search approach

is one of the first attempts to address complexity issue of nearest neighbor update in

relevance feedback and in high-dimensional feature spaces, while simultaneously reduc-

ing the overall search complexity. Future research directions could include exploring

non-linear mapping of the feature spaces and efficient approximate search schemes.
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Figure 4.12: Adaptive gain and logarithmic (base 10) scale adaptive gain (4.30) for

quadratic Euclidean distance: α(r) for adaptive Phase I search using ru
t , α(l) for

adaptive Phase I search using lut , and γ for standard VA-file search.
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Chapter 5

Adaptive Approximation Search

This chapter focuses on approximate nearest neighbor searches. One obvious mo-

tivation for the approximate nearest neighbor searches is to simplify the computations

in high–dimensional feature spaces. An additional motivation in the context of multi-

media feature vectors is that in many cases these searches are for retrieving items that

are perceptually similar, and the feature vectors are only an approximate abstraction

of the original data. As such, looking for precise nearest neighbors has little meaning.

There have been some recent efforts within the multimedia community to address this

problem of approximate nearest neighbor search [6, 60, 70, 32, 126]. In this chapter,

we present a novel approach to approximate search and indexing of multimedia feature

spaces. In this chapter, we propose an efficient search method that takes advantage

of the apriori knowledge of feature vector distribution. The design of the index struc-

ture adapts to data’s distribution and can support different similarity metrics. Thus,

we avoid the computationally complex step of pre learning the data clusters [70], de-

correlating the data [126] or learning data distribution along independent dimensions
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[6]. For this reason, the proposed method can scale easily to large databases. We

use MPEG-7 texture descriptor as an example. This approach can be generalized and

applied to the other MPEG-7 feature vectors.

5.1 Introduction

In content based retrieval, the main task is seeking entries in a multimedia database

that are most similar to a given query object. This problem is central to a wide range

of applications in audio/visual databases. Given a collection of data, the first step in

creating a database is to compute relevant feature descriptors to represent the content.

The degree of similarity between two objects is then quantified by a distance measure

operating on the extracted feature descriptor vectors. The exact nearest neighbors

to a given query vector are determined based on that distance measure. In typical

multimedia applications, the data quantity and feature vector dimensionality can be

very demanding, thus reducing the overall system efficiency.

Computing exact nearest neighbors in high dimensions over large datasets is a very

difficult task as we have seen in previous Chapters. Run-time, a measurement of the

time required for a typical nearest neighbor search algorithm to run, does not scale well

as a function of the input size. Note that selection and derivation of image features and

the use of a distance metric in multimedia applications are rather heuristic, essentially

perceived similarity in images and videos. In such circumstances, exact search and

retrieval is often wasteful and expensive, since the perception of retrieving the “exact”
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nearest neighbor set is subjective. It has been shown [60, 133] that by computing

nearest neighbors approximately, it is possible to achieve significantly faster run times

often with a relatively small actual errors.

Approximate nearest neighbor (ANN) searches are of particular interest in the case

of large media databases where feature descriptors represent the data only approxi-

mately. Traditional ANN searching allows the user to select a maximum error bound

ε [6], thus providing a tradeoff between accuracy and running time. Consider the set

Ψ of N data points in Euclidean space R. Given a query point Q and a positive error

bound ε, a point P is a (1 + ε)-approximate nearest neighbor if

d(P, Q) ≤ (1 + ε)d(P ′, Q) (5.1)

where P ′ is the true nearest neighbor of Q under distance metric d(P,Q).

ANN search algorithms have lower processing cost at the expense on the accuracy

of results. However, as reported in [32], ANN algorithms are still largely influenced by

the dimensionality curse, and become impractical for larger dimensions. A probabilistic

approach to error measurement of ANN relaxes the previous condition (5.1) in terms

that it guarantees that the bound ε will not be exceeded in more than δ cases i.e.:

Pr{|d(P, Q) ≥ (1 + ε)d(P ′, Q)|} ≤ δ (5.2)

The probably approximately correct (PAC) nearest neighbor algorithm was proposed

by Ciaccia and Patella in [32], essentially relaxing the requirements on error bound by

adopting the well known PAC learning schema. This technique adds a second level of
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approximation, where more objects can be pruned by allowing points to exceed the

(1 + ε)-approximate nearest neighbor distance with some fixed probability δ.

Compression-based approaches to indexing have proven to be the most adequate

for large high–dimensional datasets as described in Chapter 2.5.3. ANN search based

on the VA-file technique was proposed in [133]. The resulting retrieval set is created

using only Phase I filtering. The upper bound on the distance in Phase I is tighter, thus

reducing the number of visited vectors. The bound is an approximate one, guarantees

a (1 + ε) nearest neighbors if the dataset distribution is assumed to be uniform, and

allows some false negatives. However, results reported in [133] demonstrate that this

method is still sensitive to data distribution.

This can be explained with the VA-file structure, where approximations are con-

structed by using equally spaced grids on each dimension, as shown in Figure 5.1. A

large portion of the database is accessed in the first filtering phase if the number of

bits per dimension is small, or if approximation cells are overpopulated. As a result,

the assumption that data is uniformly distributed is important for effective indexing.

Real multimedia datasets are often highly skewed [45, 139, 13, 126]. Assuming the uni-

formity of the data distribution is too strong an assumption for real high–dimensional

data.

Consider the distribution of the last 2 dimensions of the texture feature vector from

the Aerial image collection, as shown in Figure 5.1. This Aerial collection consists of

40 large aerial photos divided into 64 × 64 tiles. The total number of tiles in the
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Figure 5.1: Two dimensional distribution of aerial data points.

collection is 275,465. For each image, the method described in Chapter 3.2 is used to

extract a 60 dimensional texture feature descriptor fµσ. The data along each dimension

follows a Rayleigh-like distribution described in Chapter 3.4, and is not uniformly

distributed. Consider the use of VA-file index of Chapter 4.2 for the data, and coding

each dimension using B = 3 bits. In this case, 219292 out of 275465 2D vectors, or

79.6% of the database, are indexed by the same index, since they belong to the [0.125,

0.125] interval of the quantized code, see Figure 5.1. This example illustrates how

a non-uniform data distribution can significantly degrade the indexing performance.

Poor selectivity in Phase I filtering and a high processing cost for Phase II filtering for

the large datasets make even sequential scan over the compressed data more efficient.
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5.2 Previous work

Compression-based indexing structures in high dimensions are sensitive to the data

distribution [13]. Therefore, Ferhatosmanoglu et al. [45] proposed to adapt the con-

struction of the approximation to the statistical properties of data using transform cod-

ing [50]. The authors reduce the dimension of the data using an SVD-based algorithm to

find principal components. Afterwards, they cluster the data in low-dimensional space

using the K-means algorithm. NN search is then approximated on the closest clusters

in lower dimensions. Converting feature vectors to a low-dimensional space reduces

the complexity but it has negative effects on the retrieval performance, as described

in Chapter 2.3. The experiments conducted on a much smaller dataset concluded that

the dimensionality reduction algorithms like SVD do not provide a satisfactory object

representation for low level descriptors in dimensions smaller than 10. The alternative

is to investigate methods that can facilitate efficient search in high–dimensional feature

spaces directly. In [126], the authors use a vector quantization technique to achieve

better clustering results, and propose an approximate search only over a cluster into

which the query point falls.

These proposed methods of [45] and [126] have similar drawback: their search

efficiency depends on accurately estimating the principal components and data distri-

bution, respectively, from only a fraction of the dataset. As reported in Chapter 2.3

and [19], estimation of data distribution based on data sampling is not valid for actual

large high–dimensional datasets due to the “dimensionality curse”. The complexity of
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the distribution estimation grows exponentially with the dimension. Furthermore, if

the density function is to be estimated based on a set of high–dimensional samples, the

number of samples required for accurate density function estimation also grows expo-

nentially. With a fixed number of training samples, the dimension for which accurate

estimation is possible is severely limited to a small number, 6 at most [10]. Therefore,

it is not possible to accurately estimate data distribution or the principal components

from data sample for high–dimensional spaces.

In [139], the authors proposed an adaptive indexing structure that supports ap-

proximate search, where they estimate the marginal distribution of feature vectors on

each dimension using Expectation Minimization algorithm. Then, each of the data

dimensions is partitioned using optimal vector quantization [50], such that each bin

contains and approximately equal number of objects. Their NN search is an exact one,

but the authors do not address the complexity increase in exact search resulting from

the variable-size compression scheme, model parameter initialization and estimation

accuracy. In conclusion, the attempt to improve the efficiency of query processing

in multimedia databases has tended towards improving either the index structures

[45, 13], or the compressed data representations [139, 126]. In both tracts, authors

assumed that there is no prior knowledge available on the indexed dataset.

However, it has been shown [10, 6] that a priori information can help with the curse

of dimensionality. In general, data distribution can be irregular or not well modeled by

some well defined function if the extraction of the data is unknown. If we have some
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a priori information on what is the data distribution model, it is possible to overcome

the dimensionality curse in general. In this chapter, we propose an adaptive indexing

structure that relies on the a priori data distribution model. Our proposed method

benefits from a characteristic of multimedia feature descriptors that form the high–

dimensional database. This method enables efficient ANN search over large multimedia

databases without compromising retrieval quality.

5.3 Indexing Performance and Data Distribution: HTD

Example

The ISO/MPEG-7 international standard [78] provides a detailed explanation of

how low-level descriptors and metadata are extracted from the images. These low–level

descriptors form high–dimensional feature spaces. Based on the extraction method of

MPEG-7 homogenous texture descriptor, as described in Chapter 3.2, we modeled

the distribution of the texture feature dataset along each dimension as generalized

Rice distribution. In this section we use the MPEG-7 homogeneous texture descriptor

distribution as an example to demonstrate the creation of adaptive index structures.

The same paradigm, however, can be applied to the other MPEG-7 feature vectors,

such as the the edge histogram descriptor (EHD) and the scalable color descriptor

(SCD). Scalable Color descriptor can be interpreted as a Haar transform-based encod-

ing scheme applied across values of a color histogram in the HSV color space. Edge
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histogram represents local edge distribution in an image. In general, both features are

constructed using statistics from the band-pass filter outputs, and their distribution

along one dimension can be modeled using parametric distribution function.

In Chapter 3.4, we showed that the homogeneous texture feature data distribution

along each dimension j can be approximated well by a generalized Rayleigh distribu-

tion. In that case, Rayleigh parameter γj is estimated in (3.21):

γ̂2
j =

1

2N

∑
i

|fij|2. (5.3)

Moreover, we proposed Rayleigh equalization approach in Chapter 3.4.1 to normalize

the data along each dimension using parameter γ̂j. Rayleigh Equalization gives a

better precision/recall results than if we use only Gaussian normalization method, and

it forces the uniform distribution of feature along each dimension.

A typical texture feature distribution along one dimension is shown in Figure 5.2.

This Aerial dataset consists of over 250K feature vectors. The figure shows histograms

with 200 bins for the raw MPEG-7 texture feature descriptor. Figure 5.2(a) shows

the Gaussian normalized histogram and Figure 5.2(a) shows the rayleigh normalized

histogram. In the case of uniform distribution, if each of the data dimensions is par-

titioned into equal bins, each bin should contain approximately an equal number of

objects.

If the features had uniform distribution, expected number of vectors in a histogram

bin would be 1377. In Figure 5.2(a), median number of feature vector in a bin is 6,

and maximum value is 17466. Over 80% of the space is underpopulated, and we have
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Figure 5.2: Histograms with 200 bins of the texture feature distribution along one

dimension for 275465 Aerial feature set when the (a) Gaussian Normalization

method, and (b) Rayleigh Equalization method is applied.

15 overpopulated bins with over 10000 elements. Variance is 1377. in this scenario,

any indexing scheme is going to be very inefficient due to the uneven bin population.

However, in Figure 5.2(b), median value is 1339 median value and it is very close to

the median value of data. Maximum value is 8845, and it is a lonely population peak

on the interval border. Variance is 992. Maximum value of the rest of the bins is 4046.

Using equalization, we have populated most of the cells with similar number of feature

vectors. We observe this behavior in each of the feature dimensions. Data variance

is reduced by 50% (on average) and, therefore, equalization reduces the number of

overpopulated and underpopulated cells.

Indexing structure is going to benefit from this uniform-like distribution. The key

element to taking advantage of indexing structures built for uniformly distributed data,
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Figure 5.3: Normalized number of the feature vectors accessed after VA filtering

phase for K = 20 for standard HTD fµσ, modified feature vector fγ, and Gaussian

normalization and Rayleigh equalization.

like VA-files, is to create bins in the high–dimensional space that are approximately

equally populated. To evaluate this claim, we will now consider the number of feature

vectors visited in a nearest-neighbor search (NN-search) using the standard VA-File

(Chapter 4.2) over the different normalization methods of the same dataset. Experi-

ments are conducted similar to that described in Chapter 4.6. We tested the approach

using 2,3,4,5,6,7 and 8 bits for each dimension to construct the approximation. For

each approximation, we consider the queries to be all image items in the database.

We normalized the Homogenous Texture Descriptor dataset {f} using Gaussian nor-

malization {fSN} and Rayleigh Equalization {fRE}, as described in Chapter 3.4.1.
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Figure 5.4: Log scale of normalized number of the feature vectors accessed after VA

filtering phase for K = 20 for standard HTD fµσ, modified feature vector fγ, and

Gaussian normalization and Rayleigh equalization.

Experiments were conducted using {f}, {fSN}, and {fRE} datasets for HTD database

{fµσ} and {fγ}. Initially, around 10% of total number of image objects are used to

estimate parameter γ for Rayleigh equalization for each database. We compare the

number of index candidates from VA Phase I filtering for K = 20.

The results over a database of 100,000 texture feature vectors are shown in Fig-

ure 5.3. The figure shows that the proposed equalization improves the efficiency of

NN search for uniform indexing approach. The effectiveness of the proposed method

is significant for lower resolutions, as shown in Figure 5.4. The number of candidates

is reduced up to 3 times just by using Rayleigh Equalization of the modified feature
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vector {fγ} instead of standard HTD {fµσ}.

In conclusion, the indexing performance is improved, since the constructed adaptive

approximation reduces the possibility of having overpopulated or underpopulated cells.

The feature vector distributions along each dimension are easy to compute and offer

significant overall performance improvement. This examples demonstrates how the

performance of compression-based indexing is sensitive to data distribution, and how

it can be improved. By adapting the VA file index to the marginal distribution of the

data, indexing efficiency can be improved. Therefore, we propose an adaptive indexing

structure that relies on the a priori data distribution model.

5.3.1 Adaptive VA-file Indexing

Adaptive indexing structure benefits from a characteristic of multimedia feature

descriptors that form the high–dimensional database. When there are correlations be-

tween dimensions, index techniques tend to benefit [13]. Based on the explored char-

acteristics of the feature dataset, we propose a 2-tier VA-file based indexing structure

using existing dependency relations in MPEG-7 HTD feature datasets, as explained in

Chapter 3 (see 3.3.2 and 3.4. The Algorithm 2 presents the steps for constructing the

index.

In the first step, we incorporate the prior knowledge of relations among texture

feature space dimensions to make the search dataset more compact. Since we have
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Algorithm 2 Construction of Adaptive VA-file index
for all f̂µσ ∈ HTD database do

1. Compute f̂γ from f̂µσ as in (5.4)

2. Compute γ̂j,∀j as in (5.5)

3. Equalize all f̂γ to f̂RE
γ as in (5.6)

4. Construct and store an adaptive index Ca(f) of f̂µσ as an VA-file index C(f)

of f̂RE
γ

end for

pre-computed MPEG-7 feature ~fµσ, it is easy to compute ~fγ as:

f 2
γ,ij =

1

2

(
f 2

µ,ij + f 2
σ,ij

)
. (5.4)

Next, we estimate the Rayleigh parameters γ̂j along each dimension from a fraction N

of ~fγ vectors:

γ̂2
j =

1

2N

∑
i

|fγ,ij|2. (5.5)

In the third step, we equalize all f̂γ to f̂RE
γ using γ̂j as in:

f
(RE)
γ,ij = 1− e

− f2
γ,ij

2
ˆ

γ2
j . (5.6)

In the last step, we construct the index Ca(f) of f̂µσ as an VA file index C(f) of

f̂RE
γ as described in Chapter 4.2. In this manner, we have populated VA cells with

similar number of items using a priori data distribution, and we did not change the

format of data in the database. Note that the first three steps were intermediate, and

results are not stored. What is stored is an adaptive VA-file index for the original HTD

dataset.
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Figure 5.5: Black Rectangle marks Phase I candidates for (a) traditional VA file

search, and (b) Approximate adaptive search.

Adaptive index constructed in this way reduces the possibility of having densely

populated cells, i.e. the number of vectors indexed by each cell is approximately the

same, and the distribution within the cells is uniform. This, approach reduces the

number of Phase I candidates significantly. Advantages of the proposed method are

illustrated using two–dimensional example in Figure 5.5. In Figure 5.5(b) the adapted

index of the query vector is computed according to the proposed scheme we are search-

ing over a modified VA-file index, adapted to texture feature distribution.
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5.4 Approximate Search over Adaptive Index

The cost of nearest neighbor search over VA-file is linear with number N1 of can-

didate vectors and the number N2 of actual visited feature vectors [133]. The search

becomes very expensive for smaller number of bits S assigned to each cell dimension.

Note that S has an upper limit due to the dataset size and memory size. Underlying

assumption is that the index fits into main memory, and the need to balance size of the

index with the cost of nearest neighbor search is imperative in large high–dimensional

datasets.

If the index is constructed as in Algorithm 2, the distribution of index over a

database is more uniform. That results in a smaller number of candidates in Phase I

search, see Figure 5.4. However, nearest neighbor search over adaptive VA-file index is

not an exact one. Phase I filtering over adaptive VA-index may introduce some false

negatives, and nearest neighbor search is an approximate one.

Lemma 1 If the dµσ(Q, F ) is the Euclidean distance between query vector Q and

database vector F in the original HTD ~fµσ database, and dγ(Q,F ) is the distance

between query point Q and database vector F in the ~fγ database, where γ coefficients

are computed according to (5.4), the following inequality holds:

dµσ(Q,F )2 ≥ 2dγ(Q,F )2 (5.7)
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Proof Equation (5.7) states that the distance in the HTD space is lower bounded by

the distance in the compact space. dµσ(Q,F ) is computed as dµσ(Q,F )2 =
∑N

j=0(Qµ,j−

Fµ,j)
2 + (Qσ,j − Fσ,j)

2. Similarly, dγ(Q,F )2 =
∑N

j=0(Qγ,j − Fγ,j)
2, where F 2

γ,j =

1
2

(
F 2

µ,j + F 2
σ,j

)
. according to (5.4). Therefore, we need to prove that

N∑
j=0

(Qµ,j − Fµ,j)
2 + (Qσ,j − Fσ,j)

2 ≥ 2
N∑

j=0

(Qγ,j − Fγ,j)
2 (5.8)

This holds true if for ∀j, the following inequality holds:

(Qµ,j − Fµ,j)
2 + (Qσ,j − Fσ,j)

2 ≥ 2(Qγ,j − Fγ,j)
2. (5.9)

Since Qγ,j and Fγ,j are computed using (5.4), this inequality can be expressed as:

(Qµ,j − Fµ,j)
2 + (Qσ,j − Fσ,j)

2 ≥ (
√

Q2
µ,j + Q2

σ,j −
√

F 2
µ,j + F 2

σ,j)
2. (5.10)

Since the left side of (5.10) can be expressed as: Q2
µ,j + F 2

µ,j − 2Qµ,jFµ,j + Q2
σ,j + F 2

σ,j −

2Qσ,jFσ,j, and the right side as: Q2
µ,j +Q2

σ,j +F 2
µ,j +F 2

σ,j−2
√

(Q2
µ,j + Q2

σ,j)(F
2
µ,j + F 2

σ,j),,

(5.10) can be rewritten as:

√
(Q2

µ,j + Q2
σ,j)(F

2
µ,j + F 2

σ,j) ≥ Qµ,jFµ,j + Qσ,jFσ,j. (5.11)

Both sides of inequality (5.11) are positive values. Therefore, this inequality holds if:

(Q2
µ,j + Q2

σ,j)(F
2
µ,j + F 2

γ,j) ≥ (Qµ,jFµ,j + Qσ,jFσ,j)
2, (5.12)

Q2
µ,jF

2
µ,j + Q2

σ,jF
2
µ,j + Q2

σ,jF
2
σ,j ≥ Q2

µ,jF
2
µ,j + Q2

σ,jF
2
σ,j + 2Qµ,jQσ,jFµ,jFσ,j. (5.13)
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It follows that the inequality (5.7) is true if

(Qµ,jFσ,j + Qσ,jFµ,j)
2) ≥ 0. (5.14)

Since (5.14) is a true statement for all Q and F , Lemma 1 is proved.

Corollary 1 For adaptive index Ca(F ) to be a qualified one in N1, it is necessary

and sufficient that its lower bound Lγ(Q,F ) satisfies

Lγ(Q,F ) < ρµσ. (5.15)

The nearest neighbor (NN) filtering process in the Phase I, as described in Chap-

ter 4.2 uses information on the lower bounds L(Q,F ) and upper bounds U(Q,F ) of

the distance between a query point Q and a feature vector F . For standard VA-file

index C(F ) to be a qualified one, inequality Lµσ(Q,F ) < ρµσ should hold. ρµσ is the

Kth largest upper bound of the standard VA-file indices in {~fµσ} database. Adaptive

index Ca(F ) is constructed over the compact {~fγ} database. There, from (4.11), the

following inequalities hold, :

Lµσ(Q,F )2 ≤ dµσ(Q,F )2 ≤ Uµσ(Q,F )2. (5.16)

From (5.7) it follows that

2Lγ(Q,F )2 ≤ 2dγ(Q,F )2 ≤ dµσ(Q,F )2 ≤ Uµσ(Q,F )2. (5.17)

Therefore, ρµσ is an upper bound for Lγ(Q,F ).

Since ρµσ is computed in the original space, it is not possible to compute it over

adaptive Ca(F ) indices in the main memory. In {~fγ} database, from (4.11) it follows

100



Chapter 5. Adaptive Approximation Search

that:

Lγ(Q,F )2 ≤ dγ(Q, F )2 ≤ Uγ(Q,F )2 (5.18)

Define ργ as the Kth largest upper bound of the standard VA-file indices in {~fγ}

database. If we use only ργ as a Phase I filtering bound for the lower bound on

distance between the query vector and adaptive VA-file index, the computations of a

Phase I candidates is reduced to using only the index structure in the main memory.

Therefore, if an VA-file index is encountered such that its lower bound is larger than

ργ, the corresponding feature vector can be skipped since at least K better candidates

exist. This bound is not guaranteed to include all the nearest neighbor search over

adaptive VA-file index, since ργ is a tighter bound than ρµσ. Therefore, it is possible

that ργ can filter out some exact nearest neighbors. Experiments show that, for high

dimensions and large dataset, the accuracy of adaptive filtering that uses ργ is high,

see Section 5.5.

In Chapter 5.3 we have shown that if the data distribution is skewed and the

compression rate is large (small S) the Phase I of VA-file filtering still results in a

large number of candidate items to access for during the Phase II search. To overcome

this problem, all f̂γ are equalized to f̂RE
γ using mapping from (3.24): fj → f

(RE)
j :

f
(RE)
j = 1 − e

− f2
j

2
ˆ

γ2
j . This is a monotonically increasing function that maps one feature

dimension to [0,1] interval. The topology of the space stays the same i.e. if Aj < Bj →

A
(RE)
j < B

(RE)
j . Since the adaptive indexing enforces more even spread of features

over the index structures, Phase I filtering over equalized dataset is more restrictive.

First, the filtering using equalized index does not have a negative influence on a search
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performance over ργ. Second, adaptive VA cells are populated with similar number of

items using a priori data distribution, and false positives are “pushed” away from the

query, and therefore filtered out in Phase I.

In Phase II, the K nearest neighbors are found in the original feature space. The

actual feature vectors, whose indices belong to a candidate set, N1, are accessed. The

feature vectors are visited in increasing order of the computed lower bounds in the

Phase I filtering. From (5.7) we have that Lγ(Q,F ) ≤ dγ(Q, F ) ≤ dµσ(Q, F ) 1√
2
. In

this scenario, scaled Lγ(Q, F ) can be used as computed lower bounds in the Phase II

filtering. However, in approximate adaptive Search, the Phase I filtering is modified.

Since lower bound is computed in the {~f
(RE)
γ }, it is not a measure for the filtering bound

in the original feature space. Therefore, we introduce another level of approximations

for approximate search over Ca(F ) index. Lower bounds in the {~fγ} database are

estimated from computed lower bound L
(RE)
γ (Q,F ) in {~f

(RE)
γ } database, based on the

mapping (5.7), as:

Lγ(Q,F )2 ∼
N∑

j=0

2γ2
j L

(RE)
γ,j (Q,F ). (5.19)

Approximate adaptive nearest neighbor search algorithm is: Phase I In this phase,

the set of all adaptive VA-files Ca(F ) is scanned sequentially and lower L
(RE)
γ (Q,F )

and upper bounds U
(RE)
γ (Q,F ) on the distances of each object in the database F to

the query object Q are computed. During the scan, a buffer is used to keep track of

ργ, the Kth largest upper bound found from the scanned indices. If an index Ca(F )

is encountered such that its lower bound is smaller than ργ, the index Ca(F ) will
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be selected as a candidate and its upper bound will be used to update the buffer,

if necessary. Then, the lower bound Lγ(Q, F ) is estimated as in (5.19) and stored.

Note that γj are computed during the adaptive indexing phase. The resulting set of

candidate objects at this stage is N1, and the cardinality of the set is |N1|.

Phase II - In this phase, the K nearest neighbors are found. The actual feature

vectors, whose indices belong to a candidate set, N1, are accessed. The feature vectors

are visited in increasing order of their stored lower bounds and the exact distances to

the query vector are computed using (4.3). If a lower bound is reached that is larger

than the Kth actual nearest neighbor distance encountered so far, there is no need

to visit the remaining candidates. N2 is the set of objects visited before the lower

bound threshold is encountered. The K nearest neighbors are found by sorting the

|N2| distances.

5.5 Evaluation

In Section 5.4, we developed an adaptive indexing scheme to demonstrate its usage

for realistic applications. The objective of the proposed method evaluation is to present

the relation between the granularity and the approximation search quality, and the one

between the granularity and the search performance on a real dataset.

The irrelevant vectors in the result are called false positives and the relevant vectors

that are not in the answer set are called false negatives. Let T (~f) be the retrieved set

with cardinality T , and C(~f) be the collection of images relevant to ~f . The precision
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measures the number of relevant feature vectors in the answer set as:

P (~f) =

∣∣∣C(~f) ∩ T (~f)
∣∣∣

∣∣∣T (~f)
∣∣∣

. (5.20)

1−P (~f) is the number of false positives. Recallmeasures the percentage of the retrieved

data in the exact answer set:

R(~f) =

∣∣∣C(~f) ∩ T (~f)
∣∣∣

∣∣∣C(~f)
∣∣∣

. (5.21)

1 − R(~f) is the number of false negatives. |·| denotes cardinality of the set. Initially,

around 10% of total number of image objects are used to initialize the γ parameter.

Based on the estimated parametric distribution, dataset is equalized. The VA-file index

is constructed over {~f
(RE)
γ } database. The approach that uses the standard VA-File

is also implemented for comparison purpose. The number of candidates from the first

phase filtering N1 is used to evaluate the performance.

5.5.1 Experiments

Our preliminary evaluation is performed on an Aerial image database of 275,465

images. For each image, the texture descriptor HTD as introduced in Chapter 3 is

adopted to compute a 60 dimensional feature vector to characterize image’s texture

feature. We have used S ∈ [2, 3, 4, 5, 6, 7, 8] bits for each dimension to construct the

index. For each S, K = 20 nearest neighbors search is performed on the whole database.

Note that the adapted index has 30 dimensions in comparison to the 60 dimensions

of the VA-file index of MPEG-7 texture feature vectors. Therefore, the index is two
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Figure 5.6: The number of Phase I candidates for traditional VA-file search N
(s)
1 , and

approximate adaptive VA-file search N
(a)
1 .

times smaller, resulting in significant savings on size of the index.

We first evaluate the proposed approximate adaptive search on a real dataset using

different index granularities. The number of candidates remaining after the Phase I

and Phase II filtering for the exact search over VA-File (dotted line), and adaptive VA-

file (dashed line), and the proposed approximate adaptive search (full line) are shown

in Figure 5.6 and Figure 5.7 respectively.

The number of vector visited by traditional VA-file is up to 100 times (S = 4, 5, 6, 7)

more than the proposed adaptive method. For S = 2, only 25% is selected using adap-

tive method, comparing to accessing the whole database using the standard method.

However, in order to fit the whole index of large database into the main memory, higher

compression rate is required. For S = 2, 3 savings are over 150 times in the Phase II,

as shown in Figure 5.7(a). Since the underlying data distribution is assumed to be
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(s)
2 ,

and approximate adaptive VA-file search N
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uniform, the number of actually accessed feature vectors in the Phase II is also propor-

tionally small. Adaptive VA-file indexing proved to be a great solution for overcoming

computational bottleneck for any granularity S, both in Phase I and Phase II.

Figure 5.8 shows the relationship between the standard upper bound ρµσ from (5.15)

and the approximate upper bound of estimated ργ from (5.18). ρµσ is scaled down by

√
2 to be comparable to ργ as a Phase I filtering bound. Estimated ργ sets a tighter

upper bound, thus significantly reducing the number of false negatives. Since this is

an approximate bound, some false positives may occur.

Second evaluation is between the granularity and the approximation search quality.

Figure 5.9 shows the precision vs. recall curves for each method for Euclidean distance.

The curves are plotted by averaging precision and recall over number of bits S used

per dimension. Size of the retrieved set is K = 20, and the retrieved set varies from
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5 (high precision, low recall) to 100 (low precision, high retrieval). Note that the

underlying assumption in this approach is that the adaptive VA-file index cells are

equally populated. This assumption is supported by preprocessing of texture features

using Rayleigh Equalization model. Second assumption is that the number of feature

vectors with the same adapted index is significantly larger that the K-NN we are trying

to recover using this method. This assumption is important because it lowers down

the number of false negatives. The resulting retrieval set is created using only Phase I

filtering.
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Figure 5.9: Precision–Recall curve for the approximate adaptive search for different

size of the retrieval set.

5.6 Discussion

We have presented a novel adaptive indexing scheme to index high–dimensional

image/video objects. The design of the index structure adapts to the data distribution

and can supports various distance metrics. Data distribution is assumed to have a

parametric form and parameters are easily derived from the data sample. By using a

parametric estimation of a dataset, we were able to reduce the complexity of nearest

neighbor search over large high–dimensional datasets. Rayleigh approximation and

equalization of data proved to be a very good regularization approach for large MPEG-

7 texture feature datasets. Overall, we have demonstrated that a search mechanism

can benefit from the characteristic of multimedia feature descriptors. We proposed an

adaptive indexing structure that enables efficient ANN search over large multimedia

databases without significantly compromising retrieval quality.

As we mentioned before, the same framework can be applied to the other MPEG-
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Figure 5.10: Typical distribution along one dimension of (a) scalable color descriptor,

and (b) edge histogram descriptor over an online image dataset.

7 feature vectors, like the the edge histogram descriptor (EHD) and THE scalable

color descriptor (SCD). Scalable Color descriptor is formed from the outputs of the

Haar function wavelets over a color histogram in the HSV color space. The distri-

bution along any feature dimension is observed to follow an exponential distribution,

as shown in Figure 5.10(a). Similarly, the edge histogram descriptor along any one

dimension is the relative frequency of occurrence of one of the 5 types of edges in the

corresponding sub-image: vertical, horizontal, 45-degree diagonal, 135-degree diago-

nal, and non-directional edges. The histogram value is obtained using A specific filter

for each of these edges [78]. These filters are simple band-pass filters. The distribu-

tion along a feature dimension is observed to follow a Gaussian distribution similar,

as shown in Figure 5.10(b). Thus, the proposed scheme can be extended to both the

EHD and SCD using parametric models similar to the HTD.
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Chapter 6

Multimedia Mining in High
Dimensions

This chapter describes a framework for applying traditional data mining techniques

to the non-traditional domain of image datasets for the purpose of knowledge discovery.

We introduce a novel data structure termed Spatial Event Cube (SEC) for conceptual

representation of complex spatial arrangements of image features in large multimedia

datasets. A primary contribution of this chapter is the derivation of image equivalents

for the traditional association rule components, namely the items, the itemsets, and

the rules.

6.1 Introduction

Humans can instantly answer the question “Is this highway going through a desert?”

just by looking at an aerial photograph of a region. This query, essentially formulated

as a high–level concept, cannot be answered by most existing intelligent image analysis
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systems. Existing image representations based on low-level features fail to capture

perceptual events. Meaningful semantic analysis and knowledge extraction require data

representations that are more understandable at a conceptual level. Compounding the

urgency for new representations is the rapid rate at which multimedia data is being

acquired. The value of these sizable datasets extends beyond what can be realized by

traditional “focused” computer vision solutions, such as face detection, object tracking,

and segmentation.

We present new methods of analysis based on data mining techniques to discover

the aforementioned implicit patterns, relationships and other knowledge that are not

readily observable. Data mining techniques have been used for some time to discover

implicit knowledge in transaction databases. In particular, methods are available for

determining the interesting associations among itemsets over large numbers of transac-

tions, such as among the products that are most frequently purchased together, useful

in market basket analysis. Achieving similar success with multimedia datasets is a chal-

lenge not only due to the size and complexity of image and video data, but also due to

the nature of image content descriptors that often do not capture well the underlying

semantics. We propose a framework whose information representation allows mean-

ingful data summarization for efficient image dataset understanding at a coarse level.

The framework is scalable with respect to dataset size and dimension, multi-feature

representation, thus allowing fast data processing.

111



Chapter 6. Multimedia Mining in High Dimensions

C1


Feature


Vectors


Image


Dataset


C2
 CM
...


Feature Classification


(Kohonen’s LVQ)

C
11
 C
1N1


Visual


Thesaurus

C
12
 ...


C1


C
M
1
 C
MNm
C
M2
 ...


CM


...


Data Clustering


(K means)


Data Clustering


(K means)


Figure 6.1: The construction of Visual Thesaurus

6.2 Visual Texture Thesaurus

Limited success towards the description of image content has been achieved by

systems that use low-level visual features, such as texture and color descriptors, to rep-

resent the images. However, alone these systems fail to support high–level perceptual

interaction.

A concept of visual thesaurus was introduced as one of the first attempts to organize

the data information derived from the low-level features and to assign a semantic mean-

ing to a cluster of those features, [73]. The visual thesaurus is constructed to label the

video frame tiles in a perceptually meaningful way by clustering the high–dimensional

texture feature vectors using supervised and unsupervised learning techniques. The

training set required by the supervised learning stage is manually chosen with the help

of domain experts. The construction of visual thesaurus is illustrated in 6.1.
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Figure 6.2: Effectiveness of the MPEG-7 HTD over an aerial image dataset for

nearest neighbor search.

6.2.1 Image Features

The first step in constructing a visual thesaurus is feature extraction. Feature

extraction is localized by partitioning an image into tiles. Regular partitioning is a

simple alternative to segmentation that allows straight-forward feature extraction and

provides a simple spatial layout. After partitioning, an MPEG-7 [78] compliant 60-

dimensional HTD is extracted for each tile. Other features can be similarly extracted

from the tiles. The texture feature vector is composed as described in 3.2, and the

similarity is measured using Euclidean distance.

The MPEG-7 HTD effectively captures visual similarity, as illustrated Figure 6.2.
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Figure 6.3: Effectiveness of the MPEG-7 HTD over an aerial image dataset for range

search over similar tiles in one image.

Given a texture feature vector of a tile as a query, the nearest neighbor search in the

texture space retrieves visually similar tiles. Moreover, Figure 6.3 illustrates that range

search over an image that contains query tile (yellow square) retrieves all the similar

regions within that image.
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6.2.2 Feature Classification

The second step in constructing a visual thesaurus is feature classification. Con-

ceptually, visually similar tiles are assigned the same class label by partitioning the

high–dimensional feature space using a combination of supervised and unsupervised

learning techniques.

Learning Vector Quantization (LVQ) [117] is a supervised learning algorithm used

in the classification process. An LVQ network consists of an array of labeled weight

vectors, (usually called the winning vector or neuron), where each label corresponds

to a class. When training, each labeled vector in the training sample is submitted to

the learning network. The closest weight vector to the input sample is computed, and

updated in such a way that it gets closer to the input vector if both belong to the same

class, and is moved away if they belong to different classes. LVQ supervised learning

is efficient if the initial weight vectors are close to their final values. In a typical

CBIR scenario, feature vectors are high–dimensional, and the training set is very small

compared to the size of the database. Initializing LVQ has proved to be a challenging

task in this scenario since it is difficult to apply in high–dimensional feature space due

to “dimensionality curse” as described in Section 2.4. Kohonen proposed the use of Self

Organizing Maps (SOM) for vector initialization [69] in this scenario. A set of training

tiles is used to configure SOMs. This approach was shown to be effective on large sets

of texture features in [74]. A SOM converts complex, nonlinear statistical relationships

between high–dimensional data items into simple geometric relationships on a low-
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dimensional display, while preserving the topological layout of the feature space [117].

The output nodes of the SOM are labeled using the training set and a majority-vote

principle [18]. The labels are first manually assigned to a training set so that adjacent

class numbers correspond to visually similar classes. The resulting clusters are assigned

class labels using a majority-vote rule and the SOM result is used to initialize an LVQ

algorithm. The supervised learning stage of the feature classification is summarized in

the Algorithm 3.

Algorithm 3 Feature Classification
SOM summarizes input training feature space;

label SOM output using training set;

t = 1.

while (t ≤ T ) do

Fine–tune class boundaries using LVQ;

Re-assign labels using majority-vote approach;

t = t + 1

end while

6.2.3 Thesaurus Entries

High–dimensional feature spaces are usually very sparse as described in Section 2.4.

Feature classification enforces space partitioning that frequently results in visually dis-

similar features belonging to the same class. Therefore, data partitioning via the

Generalized Lloyd Algorithm [50] is used to further split the classes into more con-
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Cube entry, and (c) Example of Multimodal Spatial Event Cube

sistent clusters. The number of clusters within each class should be proportional to

the number of items within that class, enforcing similar cluster size. A representative

codeword is selected for each cluster to form the visual thesaurus entry. The remaining

cluster features are synonyms of the codeword and receive the same codeword label.

This demonstrates a key feature of the visual thesaurus: the final codeword labeling

represents a finer and, therefore, more consistent partitioning of the high–dimension

feature space than the manually chosen training set.

6.3 Spatial Event Cubes

The motivation for building a spatial event data structure is to discover interesting

spatial patterns in extended image datasets. Towards this end, we introduce Spatial

Event Cube (SEC), a novel data representation obtained by applying a spatial pred-
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icates to image features labeled using the visual thesaurus. The visual thesaurus is

used to label the image regions based solely on their distribution in the feature space.

Knowledge of the spatial arrangement of the regions is incorporated through SEC,

a scalable data structure that tabulates the region pairs that satisfy a given binary

spatial predicate [123].

Spatial Event Cubes are a scalable approach to mining spatial events in large image

datasets based on the spatial co-occurrence of perceptually classified image features.

We define the image raster space R, for an image partitioned into M ×N tiles, as

R = {(x, y)| x ∈ [1,M ], y ∈ [1, N ]}.

Spatial relationships between coordinates in an image can be defined as a binary pred-

icate ρ, ρ : R × R → {0, 1}, or PρQ ∈ {0, 1}, where P, Q ∈ R. If we define ρ as:

PρQ = 1 only if distance between P and Q is d in a direction φ from the point P ,

figure 6.4(a) shows an example of such a binary relation ρ.

Let the set T of thesaurus entries ui be T = {ui|ui is a codeword}. Let τ be a

function that maps image coordinates to thesaurus entries, τ(P ) = u, where P ∈ R

and u ∈ T ; Then, a face of a Spatial Event Cube is the co-occurrence matrix Cρ(u, v)

of thesaurus entries (u, v) ∈ T of all points whose spatial relationship satisfies ρ:

Cρ(u, v) = ‖(P, Q)| (PρQ) ∧ (τ(P ) = u). ∧ (τ(Q) = v)‖

Figure 6.4(b) shows the structure of SEC. The co-occurrences are computed over all

the images in the dataset. Note that it is the relation ρ that determines the particular

spatial arrangement tabulated by the SEC. The choice of ρ is application dependent

118



Chapter 6. Multimedia Mining in High Dimensions

and can include spatial relationships such as adjacency, orientation, and distance, or

combinations thereof. Cρ(u, v) is the number of tiles with thesaurus entries u and v

that satisfy spatial relationship ρ. A multi-modal SEC structure is a hypercube whose

dimensions are defined by image features extracted from the image tiles. A three-

dimensional example, with two texture axes and one color axis, is shown in Figure

6.4(c).

6.4 Association Rules

Association rule approach was first introduced in [3] as a way of discovering inter-

esting patterns in large transactional databases. Transactional databases consists of

transactions, where each transaction consists of a set of items, for example, database

of check-out cash registers at a large supermarket store. Each customer purchase is

logged in a database as a transaction, and consists of the items purchased by that cus-

tomer (i.e. groceries, magazines, cleaning products). Each record in the database may

consist of one of dozens different items that were purchased, arranged in an order that

they were scanned at the cash register. In such a framework the problem is to discover

all associations and correlations among items where the presence of one set of items in

a transaction implies (with a certain degree of confidence) the presence of other items.

The objectives for applying association rule algorithms to this traditional transaction

databases is to derive association rules that identify the items and co-occurrences of

different items that appear with the greatest frequencies, i.e. a primary objective of
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market basket analysis is to determine optimal product placement on store shelves.

However, the objectives for mining association rules in multimedia datasets are less

obvious at this early research stage in perceptual data mining when the limits of what

is technically feasible are unknown. Ideally, association rules [3] would provide insight

into the prominent trends in the dataset, such as interesting but non-obvious spatial

or temporal causalities.

6.4.1 Apriori Algorithm

This section provides a general description of association rules and outlines a widely

used Apriori algorithm [3] to discover them.

Let U = {u1, ...uN} be a set of items. A set A is a K − itemset, if A ⊆ U and

|A| = K. An association rule is an expression A ⇒ B, where A and B are itemsets

that satisfy A ∩ B = . Lets D be a database of all T , i.e. D = {T |T ⊆ U}. Elements

of database D are called transactions. Transaction T ⊆ D supports an itemset A if

A ⊆ T . Support of itemset A over all database transactions T is defined as:

supp(A) =
|{T ∈ D|A ⊆ T}|

|D| (6.1)

Apriori algorithm discovers combination of items that occur together with greater fre-

quency than might be expected if the values or items were independent. The algorithm

selects the most “interesting” rules based on their support and confidence. Rule A ⇒ B

expresses that whenever a transaction T contains A, it probably contains B also.
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Support measures the statistical significance of a rule:

supp(A ⇒ B) =
|{T ∈ D|A ⊆ T ∧B ⊆ T}|

|D| . (6.2)

Confidence is a measure of a strength of a rule:

conf(A ⇒ B) =
|{T ∈ D|A ⊆ T ∧B ⊆ T}|

|{T ∈ D|A ⊆ T}| . (6.3)

The rule confidence probability is defined as the conditional probability P (B ⊆ T |A ⊆

T ). Note that association rules can be between more than 2 items, e.g., (A,B) ⇒ C

where A, B, C ⊆ U . An association rule is strong if its confidence is larger than

the user’s specified minimum support. Several improvements have been proposed for

mining association rules [55, 54, 143]. They deal with complexity of rule mining and

separating interesting rules from the generated rule set in a more efficient way.

To perform a search, the user has to specify the minimum support for frequent

itemsets. Every subset of a frequent itemset is also frequent. Each superset of frequent

itemsets and cardinality K belongs to a set of candidate itemsets of size K, i.e. CK .

The Apriori algorithm that identifies the frequent itemsets used to generate strong

association rules is given in Algorithm 4.
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Algorithm 4 Apriori Algorithm
1. Find frequent item sets;

F1 = {ui| ‖ui‖ > minimum support}

for (K = 2; FK−1 6= Ø; K + +) do

CK = {ck||ck| = K, ck is a combination of frequent sets from FK−1}

for (∀T ⊆ D) and (∀ck ∈ CK) do

if (ck ∈ T ) then

‖ck‖ = ‖ck‖+ 1;

end if

end for

FK = {ck|‖ck‖ > minimum support }

end for

F =
⋃

K FK

2. Use the frequent itemsets to generate strong association rules.
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6.5 Perceptual Mining

A strong motivation for the research presented in this chapter is to investigate the

perceptual association in an image dataset. This, in turn, will allow data mining prac-

titioners to work with domain experts in identifying objectives that are both interesting

and feasible. A spatial association rule derived from remote sensed imagery might help

discover what kind of land types co-occur frequently in the vicinity of each other over

large regions.

Several approaches to applying association rules to image datasets have been pro-

posed. In [92], system explores the co-occurrence of image regions that have been

labeled as similar from the Blobworld system [27] using an empirically determined

distance measure and threshold. The segmented regions are viewed as items and the

images are viewed as transactions so that the resulting rules were of the form, “The

presence of regions A and B imply the presence of region C with support X and confi-

dence Y”. It is not clear, however, that their results from applying the technique to a

dataset of synthetic images composed of basic colored shapes would generalize to real

images for which segmentation and notions of region similarity present a significant

challenge.

Ding et al. [41] extracted association rules from remote sensed imagery by consid-

ering set ranges of the spectral bands as items and the pixels as transactions. They

also used auxiliary information at each pixel location, such as crop yield, to derive

association rules of the form “Band 1 in the range [a, b] and band 2 in the range [c, d]
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results in crop yield Z with support X and confidence Y.” However, such analysis at

the pixel scale is susceptible to noise, unlikely to scale with dataset size, and limited

in its ability to discover anything other than unrealistically localized associations, i.e.,

in reality, what occurs at one pixel location is unlikely to be independent of nearby

locations.

Thesaurus entries and their spatial relationships define a non-traditional space for

data mining applications. This space can be used to discover interesting rules such

as the spatial co-occurrence of orchard and housing regions in aerial images. SECs,

described in Section 6.3 allow us to extend the traditional association rule approach

to multimedia databases. An association rule [3] of the form A ⇒ B is expressing

the likelihood that the presence of itemset A implies the presence of itemset B. An

association rule algorithm discovers the rules that have support and confidence larger

than a specified threshold. The bottom-up approach we propose here transforms the

raw image data into a form suitable for such analysis in three steps. First, image regions

are labeled as perceptual synonyms using a visual thesaurus that is constructed by

applying supervised and unsupervised machine-learning techniques to low-level image

features. The region labels are analogous to items in transaction databases. Second, the

first- and second-order associations among regions with respect to a particular spatial

predicate are tabulated using SEC. Finally, higher-order rules are determined using

an adaptation of the Apriori association rule algorithm, Perceptual Association Rule

Algorithm. These modular steps can be individually tailored, making the framework

applicable to a variety of problems and domains.
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6.5.1 Outline of the perceptual Association Rule Algorithm

The perceptual Association Rule Algorithm supports generalized Apriori algorithm

approach to candidate itemset generation in multimedia datasets outlined in [39].

Hand, Mannila and Smyth formulated Apriori algorithm in terms of more abstract

notions, suitable for multimedia. Through its use, we test for occurrences of interest-

ing patterns in a dataset, thus avoiding the formulation of transactions.

An attribute value set T contains N thesaurus entries ui. Representative dataset

D is a image dataset. Therefore, the first order itemset for thesaurus entry is

F1 = {ui| ‖ui‖ > S(1)
ρ }. (6.4)

For higher order itemsets, we define transaction in terms of whether a certain

pattern, i.e. spatial relation, is true about a thesaurus entry. The SEC face entries

Cρ(u, v) mark the frequency of codeword tuples that satisfy binary relation ρ. For F2 we

build the conjunction of two thesaurus entries (ui, uj) and compute the corresponding

SEC entries. If:

Cρ(ui, uj) > S(2)
ρ , (6.5)

then (ui, uj) ∈ F2. Define F ρ
K as a set of frequent itemsets of size K. Multiple entry

itemsets, i.e those with K > 2, will reduce to ones of smaller order, with different

entries. Define S
(K)
ρ as a minimum support value for item (u1, u2, ..uK) ∈ F ρ

K . Our

goal is to find F ρ =
⋃

K F ρ
K , i.e., sets of thesaurus entries that show some dependency

among tile spatial configurations.
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SECs are built on the binary relationship ρ. With higher order candidate sets,

spatial ordering of candidates formulates a transaction. Then, we go back to the

representative dataset D and record the occurrences of new candidates that satisfy

the spatial ordering. Only the itemsets with support larger that the user specified

minimum S
(K)
ρ qualify for frequent itemset of size K. Note that the processing rule

can differ for different itemset sizes.

For higher cardinality itemsets, there are more ways to spatially organize their

elements. Association rules can be between 3 items of the form (ui, uj) ⇒ uk, where

(ui, uj, uk) ⊆ D. If Cρ(ui, uj, uk)/Cρ(ui, uj) is larger than the minimum confidence

required, the rule (ui, uj) ⇒ uk is a valid rule. For the “right neighbor” example, the

rule could be formulated as “If codeword uj is the ‘right neighbor’ of codeword ui, that

might imply that uk is on the right side of uj”. The extended association rule algorithm

for finding frequent itemsets for spatial relationship ρ is given by Algorithm 5.
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Algorithm 5 Perceptual Association Rule
1. Find frequent item sets

F ρ
1 = {ui| ‖ui‖ > S

(1)
ρ };

F ρ
2 = {(ui, uj)|Cρ(ui, uj) > S

(2)
ρ };

for (K = 3; FK−1 6= Ø; K + +) do

Candidate K-item frequent itemset CK is formed of K

joint elements from any frequent F ρ
K−1 item set|

CK = {ck|c(a), c(b) ∈ FK−1}, where:

ck = (ui1 , ..., uik−2
, uik−1

, uik)

c(a) = (ui1 , ..., uik−2
, uik−1

)

c(b) = (ui1 , ..., uik−2
, uik)

for (∀ck ∈ CK) and (∀σi ∈ RK) do

‖ck‖ = ‖{σi|σi satisfies spatial relationship}‖

AND (τ(P1) = u1) ∧ ... ∧ (τ(PK) = uK),

where σi = (P1, ..., PK) ∈ RK

end for

FK = {ck|‖ck‖ > S
(K)
ρ }

end for

F ρ =
⋃

K F ρ
K

2. Use the frequent itemsets to generate association rules.;
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(a) class 16 (b) class 17

Figure 6.5: Three training tiles from two different agricultural classes of the aerial

image training set of case study I.

6.6 Case Study I: Aerial Image Dataset

The proposed visual mining framework is applied to a dataset of 54 large aerial

images of the Santa Barbara County region. The MPEG-7 homogeneous texture de-

scriptor has been effective for characterizing a variety of land-cover types from this

dataset[88]. For the study, each 5248×5248 pixel image is divided into 128×128 pixel

non-overlapping tiles, resulting in a dataset of 90,744 tiles. A 60-dimension texture

feature vector is then extracted for each tile, as described in Section 3.2.

A visual thesaurus of the tiles is constructed, as described in Section 6.2. The set

of manually labeled tiles is used to train the supervised learning stage of the classi-

fication algorithm (Section 6.2.2). An example of manual data labelling is shown in

Figure 6.5. This training set contains 60 land-cover classes, such as agricultural fields,

water, parking lots, etc. The 60 classes are further partitioned into 308 codewords

using the data clustering techniques described in Section 6.2.3. These codewords form
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Figure 6.6: Thesaurus entries corresponding to the training class 13 (of the 60

training classes).

the thesaurus entries. Every tile in the dataset is labeled with one of these codewords.

The thesaurus entries that correspond to codewords representing clusters in training

class 13 are shown in Figure 6.6.

Spatial Event Cubes are constructed using tile adjacency as the spatial relation.

Adjacency is defined as the 8-connectivity neighborhood. The dominant spatial ar-

rangements of the labeled image tiles over the entire dataset are readily observable

from the SEC faces or cross-sections. An SEC faceplate subspace can be visualized

as a three-dimensional graph or a two-dimensional image, as shown in Figures 6.7. In

Figure 6.7(a), the x and y axes of the graph correspond to the codewords and the

z axis indicates the relative co-occurrence of two codewords with respect to the spa-

tial relation. When an SEC faceplate is viewed as an image, the co-occurrence value

corresponds to the image intensity.

Figure 6.7 shows a faceplate of the SEC for the 60 classes in the aerial image dataset

using adjacency as the spatial relation. We expect large homogeneous regions in the
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(a) 3D (b) 2D

Figure 6.7: (a) 3D, and (b) 2D visualizations of the SECs constructed based on the 8

nearest neighbor rule for the aerial image dataset of case study I.

22 32 26 35 41

Figure 6.8: Codeword tiles corresponding to the most frequent elements in the

first-order item set F ρ
1 .

dataset to result in large values along the diagonal of the faceplate. The spike in Figure

6.7 corresponds to the entries representing ocean-water tiles. This results from the fact

that the aerial images of Santa Barbara County contain large regions of the Pacific

Ocean. The SEC visualization enables fast homogeneous region analysis in an image

dataset.

The most frequent first- and second- order codeword itemsets for the aerial image

dataset are presented in Tables 6.1 and 6.2, respectively. The itemsets are computed
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i 22 32 26 35 41
Cρ(ui, ui) 24298 20970 18030 8368 7133

Table 6.1: Codeword elements of the first-order item set F ρ
1 and their corresponding

frequencies.

(26,2) (32,11) (22,8) (26,46) (332,315)

Figure 6.9: Codeword tiles corresponding to the most frequent elements in the

second-order item set F ρ
2 .

using the 308 codewords of the visual thesaurus and adjacency as the spatial relation.

The most frequent elements of the first-order itemset F ρ
1 correspond to homogeneous

regions. Figure 6.8 shows the corresponding visual thesaurus codewords, namely pas-

ture and ocean tiles.

Higher order itemsets provide information about relations between tuples of code-

words. Figure 6.9 shows the visual thesaurus codewords for the most frequent elements

of the second order itemset F ρ
2 . Figure 6.10 shows a combination of the the most fre-

quent tuples and triples resulting from perceptual association rules. Ocean and pasture

tiles exhibit strong composite spatial arrangements.
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(i, j) 26,2 32,11 22,8 26,46 332,315
Cρ(ui, uj) 855 672 633 552 445

Table 6.2: Codeword elements of the second-order item set F ρ
2 and their

corresponding frequencies.

35 18 33 203

43
4

506 450

37
8

17
19

67
6

33
4

565 332

1 71 14 41

Figure 6.10: Composite spatial arrangement of ocean and pasture tiles in an aerial

dataset.

6.7 Case Study II: Amazonia Video Dataset

The proposed technique is next applied to a collection of aerial videos of Amazonia

made available by the Institute for Computational Earth System Science (ICESS) at

UCSB. Aerial videography is an affordable alternative to expensive high–resolution

aerial and satellite imagery. It is particularly attractive for areas plagued by cloud

cover, such as the Amazon, since the videography aircraft are flown at low altitudes.

The sample dataset was captured using a high-end commercial video camera and is

geo-referenced. The aerial videos are temporally sub-sampled to create a sequence

of just-overlapping frames, that are treated as a collection of images. One hour of
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Figure 6.11: Extracted frame No. 238 from the Amazonia videography dataset.

video results in approximately 450 frames of size 720 × 480 pixels. Figure 6.11 shows

a sample frame. The results presented here are for one hour of the 40-hour dataset.

The proposed method can alternatively be applied to image mosaics created from the

video, although care must be taken that the mosaicking process does not introduce

unwanted artifacts.

Class Description Training Set Size
0 Pasture 285
1 Forest 238
2 Agricultural 116
3 Road 185
4 Urban 116

Table 6.3: Training set for 5 class manual labelling, with a total of 940 training tiles.

The primary land cover types are identified as pasture, forest, agriculture, road,

and urban. Water is not considered separately since it does not occur often in a

homogeneous tile. Roads occur frequently and are distinct so the final basic land cover

types are pasture, forest, agricultural, road, and urban. Table 6.3 lists the size of the

five classes in the training set. Note that the training set measures less than three

percent of the entire dataset.
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Figure 6.12: Training set samples, from top to bottom by row: pasture, forest,

agriculture, road, and urban.

Since the texture descriptor captures the spatial distribution of relative pixel values,

it is less sensitive to changes in lighting conditions than spectral descriptors. This is a

significant advantage for the analyzing of the aerial videos of Amazonia, which contain

a mixture of sunny and cloud-shaded regions. The texture descriptors are extracted

in an automated fashion by dividing the 450, 720 × 480 pixel video frames into non-

overlapping 64× 64 pixel tiles and applying Gabor filters tuned to combinations of six

orientations and five scales, Section 3.2. The first- and second-order moments of the

filter outputs form the texture feature vector. Thus, one hour of video results in approx-

imately 35,000 tiles each characterized by a 60-dimension vector. The visual similarity

between tiles is computed by defining a distance function on the high–dimensional

feature space to be Euclidean.
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(a) Class Labels (b) Codeword Labels

Figure 6.13: (a) Frame No. 238 labeled with the 5 classes used in training, and (b)

Frame No. 238 labeled with the 73 codewords from the Amazonia thesaurus.

The resulting codewords can be considered as fine-tuned subclasses of the manually

chosen training classes. Figures 6.13(a) and 6.13(b) show the results of using the

visual thesaurus to label the frame in Figure 6.11. Figure 6.13(a) shows the class

assignments, which are mostly correct. Figure 6.13(b) shows the codeword labels,

which are subclasses of the training set labels. For example, codeword labels 0 − 19

correspond to subsets of the pasture class, and labels 49−63 correspond to subsets of the

road class. An SEC is computed from the codeword labelled frames using 8-neighbor

adjacency as the spatial predicate. The diagonal entries of the SEC indicate the number

of times a codeword appears next to itself. Thus, the largest diagonal values correspond

to the homogeneous regions of the dataset. Table 6.4 lists the diagonal entries with

the largest values. These entries correspond to pasture and forest codewords.

The support (6.2) and confidence (6.3) of the rule ui ⇒ uj constructed for 8-

connectivity neighborhood can be derived from the SEC entries:
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i ‖ui‖ Cρ(ui, ui) Cρ(ui, ui)/‖ui‖
21 3621 2366 0.653411
0 2555 2273 0.889628
35 2330 1608 0.690129
12 2903 1566 0.539442
17 2081 1054 0.506487
33 1183 796 0.672866
24 884 508 0.575226
41 943 508 0.538706
4 1289 492 0.382079
38 728 450 0.618819

Table 6.4: Corresponding frequencies of largest diagonal SEC entries for

8-connectivity neighborhood rule.

supp(ui ⇒ uj) =
Cρ(ui,uj)

|D| and conf(ui ⇒ uj) =
Cρ(ui,uj)

2∗|ui| ,

where the factor of 2 in the confidence denominator is needed since ρ is symmetric in

this case.

Constructed associated rules from F ρ
2 are listed in tables 6.4 and 6.5, respectively.

The corresponding confidence values are tabulated. Figure 6.14 shows the correspond-

ing codewords to the most frequent elements of the second order item set F ρ
2 . Code-

words in the range 0−19 correspond to pasture subclasses and codewords in the range

20− 39 correspond to forest subclasses.

A second SEC is computed next using a directional spatial adjacency predicate ρ:

(x1, y1)ρ(x2, y2) ⇔ (x1 = x2) ∧ (y1 + 1 = y2),

where xi and yi are the horizontal and vertical coordinates of tile i. This predicate

allows spatial analysis along the direction of the flight for the aerial video. Table 6.6
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(a) 21 (b) 0 (c) 35 (d) 12 (e) 17 (f) 33 (g) 24

(h) 41 (i) 4 (j) 38 (k) 9 (l) 13

Figure 6.14: Amazonia thesaurus entries for the most frequent elements of F ρ
1 , and

F ρ
2 .

lists the diagonal entries with the largest values. These entries again correspond to

pasture and forest codewords.

While it is no surprise that forest and pasture are the most frequently occurring land

types, Table 6.7 indicates that specifically forest codeword 21 and pasture codeword

0 occur most frequently. And the righthand neighbor rule discovers that the pasture

codeword 13 is more likely to be a righthand neighbor of forest codeword 21 than vice

versa.

For the second SEC, associated rules constructed from F ρ
2 are listed in Tables 6.6

and 6.7, respectively. Note that the support and the confidence of the rule ui ⇒ uj

constructed for the “right-hand neighborhood rule” is:

supp(ui ⇒ uj) =
Cρ(ui,uj)

|D| and conf(ui ⇒ uj) =
Cρ(ui,uj)

|ui| .

Since the results from Table 6.7 and Table 6.8 are almost identical to the ones for 8-
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i j Cρ(ui, uj) conf(ui ⇒ uj) conf(uj ⇒ ui)
12 0 2461 0.423872 0.481605
17 12 1764 0.423835 0.303824
35 33 1095 0.234979 0.462806
17 4 939 0.225613 0.364236
12 9 876 0.150878 0.344611
35 24 781 0.167597 0.441742
38 24 601 0.412775 0.339932
21 13 571 0.078846 0.402113

Table 6.5: Confidence of generated rules from F ρ
2 set for 8-connectivity neighborhood

rule.

neighborhood adjacency, it can be concluded that the dataset is isotropic with respect

to adjacency.

The mining rule for the third order itemset is formulated as “If codeword uj is

the right-hand neighbor of codeword ui, uk is on the right side of uj with confidence

conf((ui, uj) ⇒ uk)”. The candidates in Cρ
3 were constrained to form a “right-hand

neighbor” chain. The association rules constructed from the F ρ
3 are listed in Table 6.8.

6.8 Discussion

This chapter introduced a novel approach to spatial event representation for large

image datasets. Image features are first classified using a combination of supervised and

unsupervised learning techniques. Spatial relationships between the labelled features

are summarized using SECs, which are shown to be effective for visualizing non-obvious

dataset spatial characteristics such as frequently occurring land cover arrangements in
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i ‖ui‖ Cρ(ui, ui) Cρ(ui, ui)/‖ui‖
21 3621 1159 0.320077
0 2555 1093 0.427789
35 2330 677 0.290558
12 2903 1760 0.261798
17 2081 425 0.204229
33 1183 329 0.278107
24 884 191 0.216063
41 943 209 0.221633
4 1289 225 0.174554
38 728 167 0.229396

Table 6.6: Corresponding Frequencies of largest diagonal SEC entries for the

“right-hand neighbors” spatial rule.

aerial images. SECs are a convenient way of analyzing multi-feature relationships, and

also support the extension of the association rule approach to multimedia databases for

identifying frequently occurring itemsets. In particular, the perceptual association rule

algorithm, as a novel extension of the traditional association rule algorithm, is used

to distill the frequent perceptual events in large image datasets in order to discover

interesting patterns. The focus is on spatial associations, although the method is

equally applicable to associations within or between other dimensions, e.g. spectral

or, in the case of video, temporal. The proposed approach is modular, consisting of

three steps that can be individually adapted to particular applications. The proposed

approach was applied to two different sets of aerial imagery to demonstrate the kinds of

knowledge perceptual association rules can help discover. The two different datasets,

which were large collections of aerial photos of the Santa Barbara County region and

aerial videos of Amazonia, served as good demonstrations for the use and possible
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i j Cρ(ui, uj) conf(ui ⇒ uj) conf(uj ⇒ ui)
0 12 521 0.203914 0.179470
12 0 507 0.174647 0.198434
21 35 480 0.132560 0.206009
35 21 442 0.189700 0.122066
17 12 346 0.166266 0.119187
12 17 335 0.115398 0.160980
35 33 227 0.097425 0.191885
33 35 208 0.175824 0.089270
12 9 202 0.069583 0.158930
9 12 198 0.155783 0.068205
17 4 185 0.088900 0.143522

Table 6.7: Confidence of generated rules from F ρ
2 set, for the “righthand neighbor”

rule.

(12, 0, 0) conf((12, 0) ⇒ 0) = 0.23077
(9, 12, 12) conf((9, 12) ⇒ 12) = 0.23737
(21, 35, 35) conf((21, 35) ⇒ 35) = 0.27708
(21, 17, 0) conf((12, 17) ⇒ 0) = 0.095

Table 6.8: The confidences of rules generated from F ρ
3 set, for the “right-hand

neighbor” rule.

applications of the perceptual association rules for image datasets.
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Summary and Future Work

Capturing and organizing vast volumes of multimedia data requires new information

processing techniques in the context of pattern recognition and data mining. This

problem has received much attention in the last decade, especially following the rapid

advancements in storage technologies and corresponding growth in media data and its

use. There is a strong need for new information processing technologies to handle large

media data processing and understanding. The challenges dealing with these data are

numerous, including in image databases such inter-related issues as high dimensionality

of image feature descriptors, similarity metrics, and indexing. The unique nature of the

media data makes the problem significantly more difficult and interesting with many

commercial and scientific applications. The primary motivation of this dissertation

work is to enable an organized, easily accessible and searchable database of a vast

amount of images being generated by commercial users or in scientific applications.
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7.1 Compression of the MPEG-7 Feature Space

The texture descriptor proved to be effective for image and video database search

and retrieval. In this thesis we proposed a novel approach to dimensionality reduc-

tion and normalization of the feature vector based on the MPEG-7 descriptor origin

that is cost effective and removes data redundancies. The result is a modified texture

descriptor that has comparable performance, but half the dimensionality and less com-

putational expense. Furthermore, it is easy to compute the new feature using the old

one, without having to repeat the computationally expensive filtering step of the entire

database. This work offers orders of magnitude improvement compared to the existing

methods.

Future research directions include variable length descriptor signature file of fewer

dimensions, and a similarity measure that sets a lower bound on the distance com-

parison along the dimensions if filter outputs follow different distributions. This, we

believe, will result in a more efficient and effective perceptual similarity computation,

since we do not give actual weighting to the components that are not comparable

(i.e., we will not compare apples and oranges), and it will allow more efficient 2-level

indexing for approximate similarity search.

p. 130, second para POTENTIAL FUTURE DIRECTIONS INCLUDE extension

of spatial event cubes to include associations within or between other dimensions, i.e.,

spectral DIMENSIONS, or, in the case of video, temporal DIMENSIONS.

[delete the last sentence of this para]
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7.6 CONCLUSIONS (I thought we decided to change just this chapter section title

of Conclusions; all others to DISCUSSION.

7.2 Approximate Nearest Neighbor Search

Approximate nearest neighbor (ANN) searches are of particular interest in the case

of large media databases where feature descriptors represent the data only approxi-

mately. ANN simplifies the computations in high dimensional feature spaces.

We have demonstrated that a search mechanism can benefit from the character-

istic of multimedia feature descriptors. We have presented a novel adaptive indexing

scheme to index high dimensional image/video objects using parametric estimation of

data distribution. Parameters are easily derived from the data sample, and complexity

of nearest neighbor search over large high dimensional datasets is reduced. We have

demonstrated our approach using homogenous texture descriptor database. Rayleigh

approximation and equalization of data proved to be a very good regularization ap-

proach for large MPEG-7 texture feature datasets. We proposed an adaptive indexing

structure that enables efficient ANN search over large multimedia databases without

significantly compromising retrieval quality. Future directions include developing the

same parametric models and approximation search schemes for other MPEG-7 descrip-

tors like edge histogram descriptor (EHD) and scalable color descriptor (SCD).
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7.3 Relevance Feedback in Nearest Neighbor Search

Relevance feedback was introduced to facilitate interactive learning for refining

the retrieval results. However, nearest neighbor computations over a large number of

dataset items alone are expensive. This is further aggravated by the fact that image

descriptors are in very high dimensions, as well as the need to perform this search

repetitively in relevance feedback. Our contribution here is a nearest neighbor search

method to considerably accelerate interactive and iterative searches. The proposed

scheme exploits correlations between two consecutive nearest neighbor sets and signif-

icantly reduces the overall search complexity for general distance metric updates and

compression-based data indexing.

Future work will focus on vector quantization based indexing and efficient approx-

imate search for non-linear relevance feedback scenarios. Approximate search in those

scenarios can be sped up by (1) estimating kernels in the mapped space using previ-

ously suggested estimated kernels of interest in the original space, and (2) using cluster

representatives in the filtering phase.
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7.4 Learning Perceptual Clusters in High Dimensions

Meaningful semantic analysis and knowledge extraction require data representa-

tions that are understandable at a semantic level. The framework must efficiently

summarize information contained in the image data; it must provide scalability with

respect to the nature, size and dimension of a dataset; and it must offer simple repre-

sentations of the results. Our contribution is a summarized data information derived

from the low-level features of an aerial image dataset and Amazon video key frames.

To accomplish this, visually similar tiles are assigned the same class label by parti-

tioning the high dimensional feature space. Data clustering is then used to minimize

the impact of the sparsity of the high-dimensional feature space within the class. A

representative codeword is selected for each cluster to form the visual thesaurus entry.

Future work includes implementing several learning mechanisms for more efficient

high-dimensional feature clustering in order to develop a generative statistical models

for other types of multimedia data. Another direction is further exploration of the

joint clustering and compression schemes that provides effective filtering of both the

irrelevant data and irrelevant information about the remaining data by imposing certain

structural constraints on building the thesaurus. The idea is to use an algorithm which

iteratively optimizes (for a fixed clustering map) the compression of data entries in

each cluster, and then optimizes (for a fixed compression design) the clustering map.
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7.5 Multimedia Mining

In media databases, feature descriptors fail to capture image content. Humans can

instantly answer the question “Is this highway going through a desert?” just by looking

at an aerial photograph of a region. This query, essentially formulated as a visual con-

cept, raises many research issues, and the semantic analysis of multimedia content is

imperative. Our contribution is introduction of a framework for summarizing basic se-

mantic concepts in order to detect coarse spatial patterns and visual concepts in image

and video aerial data. Association rules are introduced as a way of discovering inter-

esting patterns in transactional databases. Visual thesaurus entries and their spatial

relationships define a non-traditional space for data mining applications. This space

can be used to discover coarse spatial relationships in a dataset. We use Spatial Event

Cubes to distill the frequent visual patterns in image and video datasets. A primary

contribution is the derivation of image equivalents for the traditional association rule

components, namely the items, the itemsets, and the rules.

Potential future directions include extension of spatial event cubes to include asso-

ciations within or between other dimensions, i.e., spectral dimensions, or, in the case

of video, temporal dimensions.
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Chapter 7. Summary and Future Work

7.6 Discussion

The proposed methods in this thesis will enable the development of an organized,

easily searchable database of digital images and videos that will support complex search

queries and user interactions. This methods are urgently needed both in scientific

and in commercial applications dealing with large amounts of images and video data.

We strongly believe this will enable us to further investigate patterns that are not

perceived by human inspection, an allow us to efficiently search in data bases for

relevant phenomena.
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Appendix A

Appendix

A.1 Properties of Rice Distribution

The magnitude of the Gabor filter output can be represented as 3.10:

t(x) = |r(x)| =
√

n′I
2(x) + n2

Q(x), (A.1)

where n′I(x) = U +nI(Q) and nI(x) and nQ(x) have independent, zero mean Gaussian

distribution with variance γ2. The probability distribution function (PDF) is Rician:

pa(r) =
r

γ2
exp

(
−r2 + U2

2γ2

)
I0

(
Ur

γ2
,

)
(A.2)

where I0(x) is the zero-order modified Bessel function of the first kind.

Signal to noise ratio (SNR) is defined as a = U/γ.

If a → 0 i.e. SNR is low, the modified Bessel function of order ν is approximated

like:
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Iν(
ar

γ
) ∼ (

ar

2γ
)νΓ(ν + 1) (a → 0). (A.3)

For ν = 0 and low SNR, I0(ax) ∼ 1. In this case, the Rician distribution can be

approximated with Rayleigh distribution i.e.

pa(r) =
r

γ2
exp

(
− r2

2γ2

)
e−

a2

2 I0

(
Ur

γ2

)
∼ r

γ2
exp

(
− r2

2γ2

)
(a → 0). (A.4)

If a À 0 i.e. SNR is high, the modified Bessel function of order ν is approximated

with

Iν(
ar

γ
) ∼ exp

(
ar

γ

) √
γ

2πar
(a →∞). (A.5)

Therefore:

pa(r) =
r

γ2
exp

(
−r2 + U2

2γ2

)
I0

(
Ur

γ2

)
∼ r

γ2
exp

(
−r2 + U2 − 2rU

2γ2

)
γ√

2πrU
. (A.6)

If
√

( r
U
) → 1for a →∞, Rice pdf can be approximated with Gaussian:

pa(r) ∼ 1√
2πγ2

e−(r−U)2/(2γ2)

√
r

U
∼ 1√

2πγ2
e−(r−U)2/(2γ2). (A.7)

If a variable Z is the magnitude of a sum of 2A Gaussian distributed random

variables, and its underlying distribution is the generalized Rice distribution (3.17).

Z =

√√√√
2∑

i=1

An2
i , (A.8)
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where ni has independent, Gaussian distributions with mean Ui and variance σ.

If U2
o =

∑
i U

2
i pdf of Z is can be written as:

pZ(z) =
z

σ2

(
z

Uo

)A−1

exp(−z2 + U2
o

2σ2
)IA−1

(
zUo

σ2

)
. (A.9)

Signal to noise ratio is defined as a = Uo/σ.

For a low SNR ratio (A.3) the distribution of Z can be approximated by a general-

ized Rayleigh distribution. General Rayleigh distribution is defined as a χ-distribution

(Chi) with scale parameter equal to 1.

pZ(z) =
2z2A−1

(2σ2)AΓ(A)
e−

z2

2σ2 =
1

σ2
χ(

z

σ
, 2A). (A.10)

For a high SNR ratio (A.5) the distribution of Z can be approximated by a

Gaussian distribution if
√

zUo → 1 when a →∞:

pa(z) ∼ 1√
2πσ2

(√
z

Uo

)A−1

exp

(
−z2 + U2

o − 2zUo

2σ2

)
∼ 1√

2πσ2
exp

(
−(z − Uo)

2

2σ2

)
.

(A.11)
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