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ABSTRACT

We present a novel framework for querying multi-modal data from a heterogeneous database containing images, textual tags, and GPS coordinates. We construct a bi-layer graph structure using localized image-parts and associated GPS locations and textual tags from the database. The first layer graphs capture similar data points from a single modality using a spectral clustering algorithm. The second layer of our multi-modal network allows one to integrate the relationships between clusters of different modalities. The proposed network model enables us to use flexible multi-modal queries on the database.

Index Terms— Search and Retrieval, Multi-Modal, Community Detection

1. INTRODUCTION

In recent years, the amount of information with various modalities has rapidly increased. This has been more noticeable in digital image collections. Every day, millions of images associated with noisy multi-modal labels are generated. In many scenarios in social media mining, medical image analysis and surveillance, analysts benefit from representing queries using multiple information sources. For example, radiologists interpreting Traumatic Brain Injury (TBI) have access to MRI, CT imaging data and patient attributes such as age, location, and ethnicity. It would be of a significant help if they can query such a heterogeneous database using a combination of these features, such as extent of the injury for a patient age group of 16-20 with a specific ethnicity. As another example, in a surveillance scenario, the analyst might be interested in determining geo-localized instances of a specific car within a specific time-interval. To address such “multi-modal” queries new methods need to be developed that effectively integrate information derived from heterogeneous datasets.

Most of the multimedia retrieval techniques focus on the retrieval of single modality data, such as images [1, 2, 3] and text documents [4, 5]. Some recent works have focused on cross-media retrieval where the query examples and the query results have different modalities [6, 7, 8, 9]. The main difficulty in cross-media retrieval is to define a similarity measure among heterogeneous low-level features.

In order to simultaneously search and retrieve data from multiple modalities, other approaches have been considered [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. For instance in [16], it is experimentally shown that multimodal queries achieve higher retrieval accuracy than mono-modal ones. The work in [10] suggests using a combination of ontology browsing and keyword-based querying. The methods presented in [11, 14, 15, 16] use a similar approach and rely on the assumption that every document has an equal number of nearest neighbors for each of the modalities. However, such an assumption might degrade the retrieval performance as a document containing “image+text” may have many nearest neighbors in image modality, but not as many relevant textual data. Finally, all these approaches are generally based on a global image understanding rather than a localized one. Therefore, they are unable to provide the most relevant multi-modal data for different image-parts.

This paper focuses on information retrieval associated with image-parts. Understanding the relevance between an image and data points of different modalities such as textual tags or GPS locations strongly depends on how well the image itself is understood. The proposed formulation introduces a way of understanding different image-parts and associates each image-part with its most relevant multi-modal information. Our approach utilizes the co-occurrence of data points within a modality and across multiple modalities using a graph structure. We note that the proposed work does not impose relevance between each document and an equal number of media objects from all modalities as assumed by [11, 14, 15, 16]. In summary, our contributions are threefold:

- We introduce a retrieval system by constructing mono-modal graph structures and detecting communities of related data points from a single modality. In particular, a graphical image structure enables the system to learn different image-parts.
- By learning coherent communities among graph structures of different modalities, we create a network to integrate the relationships between communities.
- Relevant multi-modal data for a given image-part is retrieved using a hierarchical search.
2. APPROACH

In this paper, different types of metadata are treated as different modalities. For illustration purposes and without loss of generality, we focus on three different modalities: 2D images, textual tags, and GPS locations. However, proposed method can be generalized to an arbitrary number of modalities.

2.1. Graph Structure: Single Modality

We incorporate the similarity between the data points of a single modality \( m \) by creating a graph structure \( G(m) = (V(m), A(m)) \) with \( V(m) \) representing the nodes of graph \( G(m) \) from modality \( m \), and \( A(m) \) being the corresponding adjacency matrix. In what follows, we describe how each of these graph structures are created in details.

**Modality 1 - Image:** The purpose of creating a graphical image structure is to group similar objects together. Following the work of [21, 22], we integrate the visual characteristics along with the spatial information of image-parts across all database images in a graph structure. To provide spatial information, we utilize a segmentation algorithm based on color and texture [23]. The graphical image structure \( G^{(1)} = (V^{(1)}, A^{(1)}) \) contains \( \sum_{I=1}^{D} |V_I| \) number of nodes, with \( |V_I| \) denoting the number of segmented regions of image \( I \), and \( D \) representing the total number of images in the database. Two nodes \( i \) and \( j \) are connected if they are spatially adjacent or if they are visually similar:

\[
A_{ij}^{(1)} = I(i \in F_j \text{ or } i \in H_j), \quad \forall i, j \in V^{(1)}
\]  

(1)

where \( I(x) \) is equal to 1 if \( x \) holds true and zero otherwise. In addition, \( F_j \) indicates the set of all nodes (segmented regions) that are visually similar to node \( j \) and \( H_j \) is the set of all nodes in the spatial neighborhood of node \( j \). To represent each image, DenseSift features [24] are extracted and then quantized into a visual codebook. To form a regional signature \( h_i \) for a node \( i \), features are mapped to the segmented regions that they belong to. Then, a histogram representation of the codebook is created. Two nodes \( i \) and \( j \) are considered visually similar if the normalized distance between the two nodes’ visual features is less than a threshold \( \alpha_I \in \mathbb{R}^+ \). The distance between two regional histograms is measured by the Hellinger distance, as it has been shown to be a good metric for computing the distance between histograms in retrieval problems [25].

**Modality 2 - Textual tags:** We use graph \( G^{(2)} = (V^{(2)}, A^{(2)}) \) to encode the co-appearance of textual tags. Two nodes (textual tags) are connected if they are highly related. The adjacency matrix for this graph structure \( A^{(2)} \) is defined by:

\[
A_{ij}^{(2)} = I(i \in T_j), \quad \forall i, j \in V^{(2)}
\]  

(2)

with \( T_j \) denoting the set of all nodes that have a co-appearance distance of less than \( \alpha_t \in \mathbb{R}^+ \) from node \( j \). To measure the distance between two textual tags \( i \) and \( j \), binary vectors \( t_i \) and \( t_j \) are defined to capture the presence or absence of each tag across the database. The distance between the two binary tag vectors is computed using the Cosine distance [5].

**Modality 3 - GPS coordinates:** Graph \( G^{(3)} = (V^{(3)}, A^{(3)}) \) illustrates the GPS data locations in the dataset. Two nodes are connected if and only if (iff) their locations have a close distance. Here, \( A^{(3)} \) is defined by:

\[
A_{ij}^{(3)} = I(i \in G_j), \quad \forall i, j \in V^{(3)}
\]  

(3)

with \( G_i \) indicating the set of all nodes (GPS locations) close to node \( i \). Two GPS locations \( i \) and \( j \) are considered to be close if their Euclidean distance is less than a threshold \( \alpha_g \in \mathbb{R}^+ \).

2.2. Community Detection: Single Modality

Our goal is to find groups of similar/related single modality data in each of the graph representations. This is done by applying a graph partitioning algorithm to each of the graphical structures. Each of these groups resembles a bag of related single modality data and is referred to as a “community”.

To perform the graph partitioning, we use a normalized cut method as described in [26]. In this algorithm, the quality of the partition (cut) is measured by the density of the weighted links inside communities as compared to the weighted links between communities. The objective is to maximize sum of the weighted links within each community while minimizing sum of the weighted links across community pairs.

Let \( M \) be the number of modalities. A graph \( G^{(m)} \) with \( m \in \{1, \ldots, M\} \) consists of \( C^{(m)} \) detected communities. Each detected community \( C^{(m)}(v) \) with \( v \in \{1, \ldots, C^{(m)}\} \) is a collection of related nodes in that particular modality. For example, in the graphical image structure, each community contains all the pieces/image-parts of an object and mapping these back to each segmented image would highlight/detect that particular object [21, 22]. A detected community for the textual tags’ graph corresponds to highly related/related tags. Finally, a community for the GPS graph contains all the GPS locations that are relatively close to each other.

**Community Representation:** Let \( P^{(m)}(v) \) denote the set of all nodes in community \( C^{(m)}(v) \), with \( v \in \{1, \ldots, C^{(m)}\} \)
and \( m \in \{1, \ldots, M\} \). Each detected community in a graphical image structure is represented by the average of the histograms representations of the nodes it contains. This is summarized by \( c^{(1)}(\nu) = \frac{\sum_{p \in P^{(1)}(\nu)} h_p / |P^{(1)}(\nu)|}{\sum_{p \in P^{(1)}(\nu)} h_p} \). Community \( c^{(2)}(\nu) \) in the textual-tag graph structure is represented by a binary vector of length \( K_1 \) with each bin \( k \) being equal to 1 iff the corresponding tag exists within that cluster. This can be summarized by \( c^{(2)}(\nu) = I(\sum_{p \in P^{(2)}(\nu)} f_{pk} > 0), k = \{1, \ldots, K_1\} \). Finally, each community \( c^{(3)}(\nu) \) is represented by the average of all the nodes (GPS coordinates) that it contains: \( c^{(3)}(\nu) = \frac{\sum_{p \in P^{(3)}(\nu)} g_p / |P^{(3)}(\nu)|}{\sum_{p \in P^{(3)}(\nu)} g_p} \).

2.3. Network Representation of Multi-Modal Data

A second layer multi-modal network is constructed to integrate the relation among the multi-modal data. This network is denoted by \( W = (V, A) \) with \( V \) and \( A \) representing the nodes and the adjacency matrix of \( W \), respectively. Each node in this network is detected in a community in a monomodal graph structure, and itself is a collection of nodes in the first layer (mono-modal data points). This can be summarized by: \( V = \bigcup_{m=1}^{M} \bigcup_{\nu \in P^{(m)}} c^{(m)}(\nu), \) where \( M \) is the total number of modalities.

In this network, node \( c^{(m)}(\nu) \) from modality \( m \) and node \( c^{(m')} (\nu') \) from modality \( m' \) are connected if the co-occurrence rate of the nodes fallen into community \( c^{(m)}(\nu) \) in the first layer with the nodes fallen into community \( c^{(m')} (\nu') \) in the first layer is larger than a threshold \( \gamma \). Thus, adjacency matrix \( A \) of the second layer can be summarized as:

\[
A_{c^{(m)}(\nu), c^{(m')} (\nu')} = I \left( \sum_{i \in c^{(m)}(\nu), j \in c^{(m')} (\nu')} e^{\frac{e_{i,j}}{e_{m,m'}}} \geq \gamma \right)
\]

We set \( e_{i,j} = 1 \) if node \( i \) from modality \( m \) co-occurs with node \( j \) from modality \( m' \) and zero otherwise. To make a fair comparison among different modalities, we normalize each co-occurrence rate by the maximum co-occurrence rate that can occur between the two particular modalities.

2.4. Multi-modal Community Detection

To group highly similar/related nodes across different modalities (second layer), we use a graph partitioning algorithm on the multi-modal network. It is worth noting that the first layer of clustering allows one to combine the similar single modality data points together. The second layer of clustering is introduced to integrate/learn highly related data across different modalities. Our approach is favorable as it does not depend on bringing multi-modal data into a common feature space. In addition, the proposed approach integrates the information from each of the modalities independent of its other co-existing modalities. This implies that if a collection of images is accompanied by textual tags and GPS locations and a similar image is accompanied by a similar textual tag but no GPS information, our model is expected to group such multi-modal information together and consequently associate the image with the corresponding GPS location.

In the remainder of this paper, let \( R \) denote the total number of communities in the second layer network and \( r \in \{1, \ldots, R\} \) represent each of the detected multi-modal communities.

3. QUERY RETRIEVAL

When a multi-modal query \( q \) is presented to the system, the most relevant multi-modal data are retrieved and ranked based on three different factors: the strength of relevance of each multi-modal cluster to the query, the strength of relevance of each mono-modal cluster within that multi-modal cluster, and finally the degree of similarity between each data point in each mono-modal cluster and the query.

The level of relevance between each multi-modal cluster \( r \) and a query \( q \) is measured by computing the similarity between the query data and the mono-modal clusters in \( r \). This is summarized by:

\[
A_r = \frac{\sum_{m \in M} \sum_{u \in P^{(m)}} e^{d(q^{(m)}(u), q^{(m)}(x))} Q^{(m)}/Q^{(m)} \times e^{-d(q^{(m)}(u), q^{(m)}(x))}}{\sum_{u \in P^{(m)}} Q^{(m)} f(q^{(m)}(u), e^{(m')(u)}), e^{-d(q^{(m)}(u), c^{(m')}(u))}}, \quad (5)
\]

with \( r \in \{1, \ldots, R\} \), \( M_q \) representing the set of all modalities present in the query, \( U^{(m)}_r \) denoting the total number of mono-modal clusters of modality \( m \) within the multi-modal cluster \( r \), and \( Q^{(m)} \) representing the total number of data points from modality \( m \) within the query. In addition, \( q^{(m)}(i) \) denotes the \( i \)th query data from modality \( m \) and \( d(\cdot, \cdot) \) is the Euclidean distance function. A multi-modal cluster with a higher similarity score has the highest priority score.

The strength of relevance of each mono-modal cluster within the multi-modal cluster \( r \) is measured by taking into account the amount of similarity between the query and the mono-modal cluster, the similarity of the query with other mono-modal clusters in \( r \), as well as the density of the links between that cluster and other clusters. The strength of relevance of each mono-modal cluster \( c^{(m')}(\nu) \) is given by:

\[
\Omega_{c^{(m')}(\nu)} = \frac{1}{Q^{(m')}} \sum_{x \in P^{(m')}} \sum_{e^{(m')(x)}, c^{(m')}(\nu)} e^{-d(q^{(m)}(x), e^{(m')(\nu)}),} \times \sum_{u \in P^{(m')}} f(c^{(m')}(\nu), e^{(m')(u)}) \times e^{-d(q^{(m)}(u), e^{(m')(u)})}, \quad (6)
\]

with \( \nu \in \{1, \ldots, U^{(m')}_r\} \), and \( m' \) representing all modalities except modality \( m \). The function \( f(c^{(m')}(\nu), e^{(m')(u)}) \) denotes the normalized density of the links between clusters \( c^{(m')}(\nu) \) and \( c^{(m')(u)} \) and is defined by the total number of links between cluster \( c^{(m')}(\nu) \) and \( c^{(m')(u)} \) divided by the maximum number of links between cluster \( c^{(m')}(\nu) \) and any other cluster from modality \( m' \). This is followed by normalizing each \( \Omega_{c^{(m')}(\nu)} \) by the maximum possible value of \( \Omega_{c^{(m')}(\nu)} \) for all existing modalities. Single modality data points within a mono-modal cluster \( c^{(m')}(\nu) \) with larger values of \( \Omega_{c^{(m')}(\nu)} \) are ranked higher.
Finally, the degree of similarity between a data point $i^{(m)}$ in mono-modal cluster $c^{(m)}(\nu)$ and the query $q$ is computed based on the similarity between $i^{(m)}$ and its matching modality data given in $q$ as well as the similarity between data points from modality $m'$ within the multi-modal cluster $r$ that are connected to $i^{(m)}$ and the query. This formulation allows one to not only include the similarity of $q$ with point $i^{(m)}$, but also the relativity of connected nodes to $i^{(m)}$ with $q$. We give a higher priority to data points from modalities that exist within the query $q$. Data points from modalities not present in $q$ are ranked based on their strength of connectivity with data points from modalities present within $q$. Such a ranking process is summarized in Figure 3.

4. EXPERIMENTAL RESULTS

Datasets: The experiments are conducted on two challenging datasets: VOC07, and MMFlickr. The VOC07 dataset is publicly available and contains 2 different modalities: 9,963 2D images and 20 textual tags. We created the MMFlickr dataset to simulate scenarios in real world where data object from modality $m$ is not necessarily accompanied by data object from all other modalities. This dataset contains three different modalities of 2D images, textual tags, and GPS information and is consisted of 1,320 data objects across three different modalities. MMFlickr was created by crawling data from Flickr photo sharing web page using the Flickr API [27].

Performance: In our experiments, a set of multi-modal queries are defined and the accuracy of the retrieval system is measured using F-measure [28]. The performance is compared with the state-of-the-art multi-modal retrieval system presented in [16].

![Fig. 2: Comparison of the performance of the proposed algorithm with the baseline approach. Results are reported for VOC07 (left) and MMFlickr (right) databases.](image)

As shown in Figure 2, our approach is able to achieve a higher retrieval accuracy than the baseline method without imposing the unnecessary constraint that every document has an equal number of nearest neighbors for each of the modalities. It is also interesting to note that the accuracy gap between the proposed work and the baseline approach is slightly larger at higher depths for both VOC07 and MMFlickr datasets. These results emphasizes the applicability of the proposed method.

Figure 4 illustrates some sample queries along with their corresponding results of the proposed multi-modal retrieval system. As shown, our method is able to return multi-modal data related to the presented queries.

![Fig. 3: Ranking process for a given query as described in Section 3.](image)

We speculate that the best retrieval results are achieved for data points that have co-occurred in the dataset often. On the other hand, if a query set is a combination of multi-modal data points that rarely co-occur, the top retrieval results only reflect those particular data points in the query set that co-occur often. Figure 5 demonstrates such query along with the top 3 retrieval results of the proposed approach. In this example, although retrieval results are relevant to some query data points, they do not correspond well to all data points in the query set. In order to see retrieval results from multiple modalities, larger number of top retrieved results needs to be shown.

![Fig. 4: Sample queries and their corresponding top 3 multi-modal retrieval results using the proposed system on VOC database. Figure is best viewed in color.](image)

![Fig. 5: A sample query set with datapoints rarely co-occurring and its corresponding top 3 multi-modal retrieval results using the proposed system. Figure is best viewed in color.](image)

5. CONCLUSION

This paper presented a new model to provide a rich set of multi-modal data for localized image-parts. We introduced mono-modal graph structures and applied a spectral clustering algorithm to find related data points of a single modality. In addition, the relationship between clusters of different modalities were integrated using a multi-modal network. Experimental results conducted on two challenging datasets demonstrated that the proposed approach compares favorably with current state of the art methods. In future, we plan to explore the applicability of the proposed approach for data compression.
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