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ABSTRACT

Wavelet and tree-structured filter bank based coding schemes find applications in a number of image coding algorithms. The efficiency of such coding schemes can be enhanced further by adapting the parameters of the coders to the statistics of the signal being compressed. In this paper, we propose an algorithm to determine the coefficients of the filter bank matched to the signal statistics, at every node of a tree-structured filter bank. In the proposed algorithm, we visit each node in a top-down fashion and determine the bit-allocation and the coefficients of the filters used to carry out the decomposition. An estimate of the coding gain provided by the later stages is used to account for the interaction between the filter bank at the current node and the filter banks at the later nodes.

1. INTRODUCTION

Uniform and non-uniform tree-structured filter banks are used in a number of image and audio compression algorithms. The efficiency of the compression algorithm can be improved by adapting the parameters of the tree-structured filter bank to the statistics of the input signal. The problem of designing tree-structured filter banks involves determining the non-uniform/uniform decomposition, the coefficients of the filter bank at each decomposition and the bit allocation amongst the various nodes. The objective of the design procedure is to chose these parameters such that the mean square error (MSE) between the input and the reconstructed signal is minimized subject to a constraint on the total number of bits used to code the signal. While there exist techniques [1], which determine the bit-allocation and the non-uniform decomposition to obtain the optimal rate-distortion (R/D) performance, the problem of incorporating [10], [11] the optimization of the filter bank coefficients into
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this R/D criterion seems to be of intractable complexity. To reduce the complexity of the design algorithm, typically the coefficients of the filter banks are obtained by maximizing the coding gain provided by the filter bank. Under a high bit-rate assumption, maximizing the coding gain of the filter bank is equivalent to minimizing the MSE between the input and the reconstructed output sequence. For the rest of the paper, we use the term “node” to refer to a particular subband and “splitting a node” to refer to a two-band decomposition of the subband. For simplicity, we assume that a two-channel filter bank is used to carry out the subband decomposition. The algorithm can be easily generalized when an M-channel filter bank is used instead. We also assume that orthonormal filter banks are used at every node so that minimizing the mean square error (MSE) between the input and the output is equivalent to minimizing the MSE between the original subband coefficients and their quantized counterparts.

Most of the previous work [2]-[4] in the design of tree-structured filter banks have focussed on determining the filter coefficients such that the coding gain provided by the filter bank at that particular node is maximized. The algorithm developed in [10] computes the decomposition and bit-allocation using the R/D optimal approach while the criterion of coding gain maximization is used to determine the filter banks at every node. The techniques for the filter bank design in [2]-[4], [10] suffer from the fact that no attempt is made to take into account the interaction between the filter bank at a parent node and the filter banks at its child nodes. An interaction exists between them, since the filter banks at the child nodes depend upon the psd of the input at these nodes, which in turn depends upon the filter bank used at the parent node.

In this paper, we develop an efficient algorithm to determine the coefficients of the filter banks that maximize the overall coding gain of the tree structure. A top-down design approach is proposed to determine the coefficients of the filter bank. However, unlike previous techniques, we use an estimate of the coding gain provided by the filter banks at the child nodes to account for the above mentioned interac-
tion between various stages. For the sake of completeness, a computationally simple scheme to allocate bits amongst the various nodes and to decide on whether to split a node is also proposed. However, the algorithm to determine the filter bank coefficients can be used in conjunction with any other technique to determine the bit-allocation and the non-uniform decomposition. The main objective of our work is to systematically formulate the design of tree-structured filter banks that includes the interaction between the different stages of the tree structure.

2. DESIGN PROCEDURE

Consider first the problem of determining whether to split the node \( n_i \) or not. The approach proposed in [1] could be used to make the node-split decisions, however its complexity increases exponentially with the depth of the tree to be searched. A number of heuristic approaches have been proposed to remedy this problem. Coding gain of the filter bank has been proposed as a criterion [3], [4] to determine whether to split a node or not. If the coding gain of the filter bank at that node is greater than \( 1 + \varepsilon \), for a predetermined \( \varepsilon \ll 1 \), then the node is split. The problem with this approach is that such split decisions are local in nature and there exist situations where it might be useful to split a particular node even when the coding gain provided by the filter bank at that node is just one. It is possible that the later splits will result in an overall coding gain greater than one. In order to illustrate this, consider that the input to a node in the tree has a psd of the form shown in Figure 1. Assume that ideal brick-wall filters can be used to carry out the subband decomposition. The maximum coding gain provided by any two-channel orthonormal filter bank, for the input psd of Figure 1, is one. Thus in a conventional top-down approach the node will not be split any further. However, if were to split this node and then split each of the child nodes with ideal brick-wall filters, then an overall coding gain of \( 0.5(\sqrt{c} + \frac{1}{\sqrt{c}}) \) is obtained. This example illustrates the “sub-optimal” nature of the conventional top-down techniques. The reason for this sub-optimality lies in the fact that the approach does not consider the interaction between the different stages of the tree. To overcome this difficulty, we make use of the “spectral flatness” [5] measure for the input psd at a given node. The value of the spectral flatness measure is given by

\[
\gamma_z = \exp\left(\int_{-\pi}^{\pi} \log_{10} S_{zZ}(e^{j\omega}) \frac{d\omega}{2\pi} / \sigma_z^2\right)
\]

In the proposed approach, if \( 1/\gamma_z \) is greater than \( 1 + \varepsilon \), then the node is split. The rationale behind the use of spectral flatness measure is that if \( 1/\gamma_z \) is equal to one, then the spectrum is flat and there is no gain in splitting the node any further. However, if the value of \( 1/\gamma_z \) is greater than one, then we can potentially obtain higher coding gains by splitting the node even if the immediate split provides a coding gain of only one (it is possible that splitting one of the child nodes obtained by the split of the node could provide a large coding gain). Using the inverse of spectral flatness measure to decide whether to split a node or not, is equivalent to using the coding gain provided by an infinite channel filter bank at the node. If the coding gain provided by the infinite channel filter bank is not greater than one, then there is no gain in splitting the node any further. The use of spectral flatness measure to determine the node-split decisions assumes that there is no limit on the depth up to which a tree can be grown. However, if the maximum number of levels up to which a tree can be grown is constrained to \( L_{\text{max}} \), then some modifications are required to determine the split decisions. Consider the case when the current node is at a depth of \( n \) levels from the root node. In this case, we compute the maximum coding gain provided by a \( 2^n \)-channel filter bank at the current node. If the maximum coding provided by a \( 2^{n_{\text{max}}} \)-channel orthonormal filter bank at this node is greater than \( 1 + \varepsilon \), then we split the node. The approach outlined in [8] is used to determine the maximum coding gain that can be provided by any arbitrary channel orthonormal filter bank. As stated earlier the use of theoretical coding gain as a criterion to determine the node-split decision is biased, since splitting a node can only increase the coding gain of the overall tree. The coding gain of the tree can only increase by splitting a particular node. The use of coding gain to make the node-split decisions could be used as a technique to prune out the tree structure before applying the R/D approach to determine the node-split decisions.

After the decision to split \( n_i \) has been made, the next step is to determine the coefficients of the filter bank at that node and also the bit-allocation amongst the child nodes. Assume that the input psd at the node is \( S_{zZ}(e^{j\omega}) \) and the number of available bits per sample are \( b_i \). Let \( b_{ik} \) be the number of bits per sample allocated to the \( k \)th child node, \( n_{ik} \), for
\( k = 1, 2 \) then the constraint on the bit allocation is
\[
\frac{1}{2} \sum_{k=1}^{2} b_{ik} = b_i. \tag{2}
\]
Moreover, the variance of the signal at \( n_i \) is related to the variance of the signals at its child nodes, \( n_{ik} \), through
\[
\sigma^2_{x_{ni}} = \sum_{k=1}^{2} \sigma^2_{x_{nik}}. \tag{3}
\]
This is due to the fact that the analysis filters in an two-channel orthonormal filter bank satisfy the property
\[
|H_{11}(e^{j\omega})|^2 + |H_{12}(e^{j\omega})|^2 = 1, \tag{4}
\]
where, \( H_{ik}(e^{j\omega}) \) represents the frequency response of the \( k \)th analysis filter. If the subband signals at the child nodes were being quantized then the noise variance at each node would have been given by
\[
\sigma^2_{x_{nik}} = c \sigma^2_{x_{nik}} 2^{-2b_{ik}}. \tag{5}
\]
The presence of a tree structure at one or more child nodes, say \( n_{im} \), causes the variance of the quantization noise at \( n_{im} \) to be reduced by a factor equal to the coding gain provided by the tree structure at \( n_{im} \). Thus, the total distortion due to quantization of subband signals at node \( n_i \) is
\[
D_i = \sum_{k=1}^{2} \frac{c \sigma^2_{x_{nik}} 2^{-2b_{ik}}}{\hat{G}_{ik}},
\]
where \( G_{im} \) is the coding gain provided by the tree at node \( n_{im} \). The coding gain provided by the tree structure at \( n_{im} \) cannot be determined until the filter bank and bit-allocation at the parent node \( n_i \) is determined. However, an estimate of the coding gain provided by the later stages can be used instead of its true value. The conventional top-down approaches [10], [2]-[4] can be thought of as special cases of this approach with \( G_{ik} \) set to unity. However, using \( G_{ik} \) equal to one may not necessarily be the best estimate of the coding gain provided by the later stages. In this algorithm, we estimate the value of \( G_{ik} \) at each node to be equal to the value of the asymptotic coding gain \( G_{ik}^{\infty} \) (given by \( 1/\gamma_{zik} \)) at that node. The justification for using \( G_{ik}^{\infty} \) as an estimate of the coding gain provided by the tree at node \( n_{ik} \) is the fact that the tree starting from this node will be grown till the coding gain provided by the tree is closed to its asymptotic value. If there is a restriction on the number of levels at which a tree can be grown, then we estimate \( G_{ik} \) to be the maximum coding gain provided by a \( 2^{L_{max}-n} \) channel filter bank at the node, where \( n \) is depth of the node from the root node. Let \( \hat{G}_{ik} \) be the estimate of the coding gain provided by the tree at the node \( n_{ik} \) then \( D_i \) can be written as
\[
D_i = \sum_{k=1}^{2} \frac{c \sigma^2_{x_{nik}} 2^{-2b_{ik}}}{\hat{G}_{ik}},
\]
The bit allocation amongst the various child nodes of \( n_i \) is done such that \( D_i \) is minimized subject to the bit constraint given in Eq. (2). The optimal bit allocation is given by
\[
b_{ik} = b_i + \frac{1}{2} \log_2 \left( \frac{\sigma^2_{x_{nik}}/\hat{G}_{ik}}{\prod_{j=1}^{2} \sigma^2_{x_{nik}}/\hat{G}_{ijk}} \right)^{1/2}. \tag{6}
\]
With the bit-allocation given in Eq.(6), the distortion at the node \( n_i \) is given by
\[
D_i = 2c \left( \prod_{k=1}^{2} \sigma^2_{x_{nik}}/\hat{G}_{ik} \right)^{1/2} 2^{-2b_{ik}}. \tag{7}
\]
The coefficients of the filter bank at \( n_i \) are designed such that the value of \( D_i \) given in Eq. (7) is minimized subject to the constraint that the resulting filter bank is orthonormal. This can be done by using standard algorithms for the design of two-channel paraunitary filter banks. Once the coefficients of the filter bank at \( n_i \) have been optimized, the psd of the signals at the child nodes can be determined. The number of bits allocated to each child node are given by the bit-allocation result given in Eq. (6). A similar procedure is recursively carried out at all the nodes in the tree.
It is also possible to use an iterative algorithm instead of using the asymptotic coding gain as an estimate of the coding gain provided by the root of the tree at a node. In the iterative algorithm, we start with some initial filter coefficients at every node. This facilitates computation of the coding gain provided by the rest of the tree at every node (the value of \( G_{ik} \)). However, after each iteration, the coefficients of the filter banks are updated and thus the estimates of \( G_{ik} \) used to compute the filter bank coefficients are not equal to the actual \( G_{ik} \) provided by the updated filter coefficients. In the next iteration, the updated filter banks are used to estimate the coding gain provided by the rest of the tree at every node. The iterative procedure is carried out till the estimate of the coding gain provided by the rest of the tree at every node is approximately equal to the actual coding gain, after the coefficients of the filter banks at all the nodes are updated (thereby implying that the true value of the coding gain provided by the root of the tree at each node was approximately equal to the assumed value). While the iterative approach can provide a better estimate of \( \hat{G}_{ik} \) than the value of the asymptotic coding gain, especially for filters of small lengths, the disadvantage of this iterative procedure is its enormous computational complexity.
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3. ANALYTICAL EXPRESSIONS FOR THE OPTIMAL FILTER BANKS

In this section we determine the optimal filter bank at \( n_i \) that minimizes Eq. (7), under the assumption that there is no constraint on the length of the filters and asymptotic coding gain is used as an estimate of the coding gain provided by the rest of the tree at every node. We are interested in finding the optimal filter bank that minimizes the distortion given in Eq. (7). The expression for \( D_i \) can be simplified as

\[
D_i = cM \exp \left( \sum_{k=1}^{M} \int_{-\pi}^{\pi} \log_e \left( \sum_{k=1}^{M} S_{x_{k},z_{i,k}}(e^{j\omega}) \right) \frac{d\omega}{2\pi} \right)^{1/M} 2^{-2b_i},
\]

\[
= cM \exp \left( \frac{1}{M} \int_{-\pi}^{\pi} \log_e \left( \sum_{k=1}^{M} S_{x_{k},z_{i,k}}(e^{j\omega}) \right) \frac{d\omega}{2\pi} \right)^{2^{-2b_i}},
\]

\[
= cM \exp \left( \frac{1}{M} \int_{-\pi}^{\pi} \log_e \left( \prod_{k=1}^{M} B_k(e^{j\omega}) \right) \frac{d\omega}{2\pi} \right)^{2^{-2b_i}},
\]

where \( B_k(e^{j\omega}) = E_k(e^{j\omega})S_k(e^{j\omega})E^*(e^{j\omega}) \), \( A_{kk} \) denotes the diagonal element of the matrix \( A \), \( E_k(e^{j\omega}) \) denotes the polyphase matrix of the analysis filter bank, \( * \) is used to indicate the transpose conjugate of a matrix and \( S_{x_{k},z_{i,k}}(e^{j\omega}) \) denotes the psd matrix [7], [9] of the signal at the input to the analysis polyphase matrix at \( n_i \). Minimizing \( D_i \) in the above equation is equivalent to finding the polyphase matrix transfer function \( E_k(e^{j\omega}) \) such that

\[
C_i = \int_{-\pi}^{\pi} \log_e \left( \prod_{k=1}^{M} (E_k(e^{j\omega})S_k(e^{j\omega})E^*(e^{j\omega}))_{kk} \right) \frac{d\omega}{2\pi},
\]

is minimized (since exponential is a monotonically increasing function). Now

\[
C_i = \int_{-\pi}^{\pi} \log_e \left( \prod_{k=1}^{M} (E_k(e^{j\omega})S_k(e^{j\omega})E^*(e^{j\omega}))_{kk} \right) \frac{d\omega}{2\pi},
\]

\[
\geq \int_{-\pi}^{\pi} \log_e \left( \det (E_k(e^{j\omega})S_k(e^{j\omega})E^*(e^{j\omega})) \right) \frac{d\omega}{2\pi},
\]

\[
= \int_{-\pi}^{\pi} \log_e \left( \det (S_k(e^{j\omega})) \right) \frac{d\omega}{2\pi},
\]

where, we have made use of the inequality, \( \prod_{k=1}^{M} A_{kk} \geq \det(A) \), for a positive definite matrix with equality only if \( A \) is a diagonal matrix. The positive definiteness of the matrix \( E_k(e^{j\omega})S_k(e^{j\omega})E^*(e^{j\omega}) \) follows from the fact that \( S_k(e^{j\omega}) \) is a spectral matrix [9] and is hence positive definite. Thus the quantity \( C_i \) in Eq. (8) is minimized when the inequality becomes an equality. This happens when \( E_k(e^{j\omega}) \) is chosen to be the eigenvector of the psd matrix \( S_k(e^{j\omega}) \) for each value of \( \omega_k \in [0, 2\pi] \). Thus the optimal filter bank at \( n_i \) that minimizes the distortion, \( D_i \), in Eq. (7), is given by the eigenvalue decomposition of the psd matrix of the input at \( n_i \).

4. RESULTS

The proposed design algorithm was used to design the tree-structured filter banks for an AR(1) process with \( p = 0.95 \) and an AR(2) process with poles at \( 0.98e^{\pm j\pi/10} \). The value of the asymptotic coding gain for the AR(1) process was computed to be 10.25 and that for the AR(2) process was determined to be 134. The conventional top-down approach was also implemented, to compare the results with our algorithm. In the conventional top-down design, the product filter approach [10], [12] was used to maximize the coding gain of the filter bank at every node. The maximum depth of the tree-structure was chosen to be 5 and the value of \( \epsilon \) was set to 0.01. In the proposed algorithm, the asymptotic coding gain was used as an estimate of the coding gain provided by the rest of the tree at every node. This ensured that the complexity of the proposed design procedure is similar to the complexity of the conventional top-down approach. One of the problems with our design technique is the fact that the resulting cost function is highly non-linear. A simple way to deal with non-linear cost function is to initialize the optimization algorithm at a good starting point. We used the output of the conventional top-down approach as the starting point for our algorithm. This results in an increase in the complexity of our algorithm by a factor of two. Figure 2 shows the coding gain of the overall tree-structured filter bank for the AR(1) process for filters of different lengths while Table 1 shows the results for the AR(2) process.

<table>
<thead>
<tr>
<th>Length of Filter bank</th>
<th>Conventional Approach</th>
<th>Proposed Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>44.5</td>
<td>48.3</td>
</tr>
<tr>
<td>8</td>
<td>85.5</td>
<td>98.2</td>
</tr>
<tr>
<td>12</td>
<td>101.06</td>
<td>114.7</td>
</tr>
<tr>
<td>16</td>
<td>105</td>
<td>116.3</td>
</tr>
</tbody>
</table>

Table 1: Comparison of the overall coding gain achieved by the conventional and proposed top-down approaches

5. CONCLUSIONS

In this paper, we developed an algorithm for the design of tree structured filter banks. Unlike existing techniques, we took into account the interaction between the filter banks at a given node and those at its child nodes. An estimate of the coding gain provided by the tree at a particular node was used to account for this interaction. The value of asymptotic coding gain at every node was used as an estimate of the coding gain provided by the later stages. Simulation results indicate improvements of about 0.2 to 0.6 dB over the conventional top-down techniques. The results could possibly be improved further by using more efficient algorithms to minimize non-linear cost functions.
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