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Abstract

Quantitative Analysis and Modeling of Confocal Retinal Images

by

Jiyun Byun

Images have become critical components for a detailed understanding of the struc-

ture and function of cells and proteins. For example, confocal microscopy images

are used to obtain a better understanding of several critical functions of the cen-

tral nervous system (CNS), such as mechanisms behind the loss and recovery of

vision following retinal detachment. Image processing and information discovery

tools increasingly play a significant role in better harvesting these vast amounts

of data, most of which is currently analyzed manually and qualitatively.

The main contribution of this work is the development of quantitative analysis

and modeling of bio-molecular images. We focus primarily on retinal images for

characterizing patterns of cellular/ subcellular protein distribution and changes

in such patterns. Specifically, we develop an automated nucleus detection method

which provides reliable and accurate results for counting cell nuclei. Quantitative

measurements to characterize the structural distortion of the retina, including

layer thickness, local cell density, and distortion indices, are proposed. We model

the retinal detachment process using a Bayesian network in order to understand

the protein-protein interactions within the retinal cells as well as interactions be-

tween cells. Quantitative analysis and statistical modeling provide opportunities

to test therapeutic agents that may reduce the damaging effects of detachment or

improve the outcome of reattachment surgery.

x



Contents

Acknowledgements v

Curriculum Vitæ viii

Abstract x

List of Tables xiv

List of Figures xv

1 Introduction 1
1.1 Introduction to Retinal Images . . . . . . . . . . . . . . . . . . . 2
1.2 Challenges in Analyzing Retinal Images . . . . . . . . . . . . . . . 5
1.3 Main Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2 Retinal Detachment 10
2.1 Structure and Function of The Retina . . . . . . . . . . . . . . . . 11

2.1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Retinal pigment epithelium (RPE) . . . . . . . . . . . . . 13
2.1.3 Photoreceptor layers . . . . . . . . . . . . . . . . . . . . . 14
2.1.4 The outer nuclear layer (ONL) . . . . . . . . . . . . . . . . 16
2.1.5 The outer plexiform layer (OPL) . . . . . . . . . . . . . . 17
2.1.6 The inner nuclear layer (INL) . . . . . . . . . . . . . . . . 18
2.1.7 The inner plexiform layer (IPL) . . . . . . . . . . . . . . . 20
2.1.8 The ganglion cell layer (GCL) . . . . . . . . . . . . . . . . 21
2.1.9 Müller glial cells . . . . . . . . . . . . . . . . . . . . . . . 22

2.2 Retinal Detachment & Reattachment . . . . . . . . . . . . . . . . 23
2.3 High Resolution Retinal Imaging . . . . . . . . . . . . . . . . . . 26

2.3.1 High resolution transmitted light microscopy . . . . . . . . 27

xi



2.3.2 Transmission electron microscopy . . . . . . . . . . . . . . 28
2.3.3 Confocal laser scanning microscopy . . . . . . . . . . . . . 30

2.4 Image Analysis for Retinal Cell Biology . . . . . . . . . . . . . . . 40
2.4.1 Image analysis challenges . . . . . . . . . . . . . . . . . . . 45

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3 Background of Image Analysis & Pattern Recognition 55
3.1 Condition Theory for Characteristic Neighborhood Detection . . . 56

3.1.1 Condition number . . . . . . . . . . . . . . . . . . . . . . . 57
3.1.2 Detecting the characteristic structure . . . . . . . . . . . . 59

3.2 Support Vector Machine (SVM) . . . . . . . . . . . . . . . . . . . 61
3.3 Graph Partitioning Active Contours (GPAC) . . . . . . . . . . . . 64

3.3.1 Background/Foreground Segmentation . . . . . . . . . . . 65
3.4 Bayesian Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.4.1 Bayesian network basis . . . . . . . . . . . . . . . . . . . . 68
3.4.2 Learning a Bayesian network . . . . . . . . . . . . . . . . . 69

3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4 Detecting Cell Nuclei 72
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.1.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 Nucleus Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1 Nucleus as a blob . . . . . . . . . . . . . . . . . . . . . . . 78
4.2.2 Nucleus detector design . . . . . . . . . . . . . . . . . . . 81
4.2.3 Evaluation of the nucleus detector . . . . . . . . . . . . . . 81

4.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.3.1 Applying cell counting to retinal detachment . . . . . . . . 87
4.3.2 Application to large field of view images . . . . . . . . . . 89
4.3.3 Applicability to varying sample preparation . . . . . . . . 91

4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5 Photoreceptor Nucleus Detection and Its Applications 99
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.2 Photoreceptor Nucleus Detection . . . . . . . . . . . . . . . . . . 101

5.2.1 Statistic based clustering . . . . . . . . . . . . . . . . . . . 101
5.2.2 Applying condition theory to a nucleus detection . . . . . 107
5.2.3 Experimental results . . . . . . . . . . . . . . . . . . . . . 112

5.3 Application to Quantify Structural Distortion of Retinal Tissues . 116
5.3.1 Local thickness and density . . . . . . . . . . . . . . . . . 116
5.3.2 Experiment results . . . . . . . . . . . . . . . . . . . . . . 120

xii



5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6 Retinal Layer Segmentation 130
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.2 Tile-based ONL Segmentation . . . . . . . . . . . . . . . . . . . . 134

6.2.1 Texture analysis of the ONL . . . . . . . . . . . . . . . . . 136
6.2.2 Experimental results . . . . . . . . . . . . . . . . . . . . . 137

6.3 Tile-based Multiple Layer Segmentation . . . . . . . . . . . . . . 140
6.3.1 Rules for a retinal layer map . . . . . . . . . . . . . . . . . 141
6.3.2 Segmentation based on low-level features . . . . . . . . . . 144
6.3.3 Semantic analysis of layer labels . . . . . . . . . . . . . . . 149
6.3.4 Experiment Results . . . . . . . . . . . . . . . . . . . . . . 151

6.4 Pixel level ONL Segmentation . . . . . . . . . . . . . . . . . . . . 153
6.4.1 Dissimilarities in the feature space . . . . . . . . . . . . . 153
6.4.2 Experimental results . . . . . . . . . . . . . . . . . . . . . 159

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

7 Modeling The Retinal Detachment Process 164
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
7.2 Modeling Retinopathy using Bayesian Networks . . . . . . . . . . 169

7.2.1 Bayesian networks construction . . . . . . . . . . . . . . . 170
7.2.2 Confirmation of predicted network connections . . . . . . . 177

7.3 Characterizing the Effect of Retinal Detachment in Genetic Mutant
Mouse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
7.3.1 Quantifying the defect of RSKO mice . . . . . . . . . . . . 183
7.3.2 Quantifying the effect of detachment in RSKO mice . . . . 186
7.3.3 Finding the relationships in RSKO mice using the Bayesian

network . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

8 Conclusions and Future Work 196
8.1 3-D Image Analysis for Characterizing Morphology of Cells/Tissues 197
8.2 Integrated Image Analysis of Multiple Scale and Multiple Modalities198
8.3 Visualization of Retinal Detachment . . . . . . . . . . . . . . . . 199
8.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

Bibliography 201

Glossary 209

List of Acronyms 215

xiii



List of Tables

5.1 Summary of the automatic estimation results. . . . . . . . . . . . 114
5.2 Comparison between manual counts (N) and nucleus detector counts

(N̂prior and N̂cond) . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.1 Summary of the ONL classification using SVM. . . . . . . . . . . 138
6.2 Quantitative evaluation of the classification result. . . . . . . . . . 138
6.3 Coarse feature labels for retinal layers. . . . . . . . . . . . . . . . 143
6.4 The rules between antibodies and retinal layers. . . . . . . . . . . 144

7.1 Features derived from the ONL in retinal images. . . . . . . . . . 173

xiv



List of Figures

1.1 Change in rod opsin protein distributions. . . . . . . . . . . . . . 4

2.1 Retinal layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.2 Retinal pigment epithelium. . . . . . . . . . . . . . . . . . . . . . 14
2.3 Photoreceptors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 The outer nuclear layer. . . . . . . . . . . . . . . . . . . . . . . . 16
2.5 The outer plexiform layer. . . . . . . . . . . . . . . . . . . . . . . 18
2.6 The inner nuclear layer. . . . . . . . . . . . . . . . . . . . . . . . 19
2.7 Inner plexiform layer. . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.8 The ganglion cell layer. . . . . . . . . . . . . . . . . . . . . . . . . 21
2.9 Glial cells: Müller cells and astrocytes. . . . . . . . . . . . . . . . 22
2.10 Retinal detachment. . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.11 Experimental design for testing a hypothesis of retinal detachment. 25
2.12 An example image of a vertical section through a cat retina. . . . 28
2.13 Example image of transmitted electron microscope. . . . . . . . . 29
2.14 Optical section z-series of cone photoreceptors. . . . . . . . . . . . 31
2.15 Example retinal images from cross section and wholemount of a

retina. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.16 Indirect antibody staining technique. . . . . . . . . . . . . . . . . 34
2.17 Example retinal sections labeled with three antibodies. . . . . . . 35
2.18 Example immunofluorescence images of feline retina. . . . . . . . 35
2.19 Biological questions about a model system for retinal detachment. 40
2.20 Confocal images of the ONL from normal and detached retinas

stained with the nuclear dye. . . . . . . . . . . . . . . . . . . . . . 41
2.21 Change in rod opsin protein distributions. . . . . . . . . . . . . . 43
2.22 Heterogeneity in morphology between images . . . . . . . . . . . . 47
2.23 Subtle differences in protein distribution patterns. . . . . . . . . . 48

4.1 Challenges in detecting nuclei from retinal images. . . . . . . . . . 75

xv



4.2 Confocal images of normal and detached feline retinas stained with
the nuclear dye, TOPRO. . . . . . . . . . . . . . . . . . . . . . . 78

4.3 Cells in the ONL. . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4 Schematic diagram of a nucleus detector. . . . . . . . . . . . . . . 82
4.5 Example image of a layer map created from a retinal image. . . . 83
4.6 A summary of test results of 41 images. . . . . . . . . . . . . . . . 85
4.7 Application of the nucleus detector to retinal images. . . . . . . . 86
4.8 A comparison of manual and nucleus detector counts of the average

number photoreceptor nuclei. . . . . . . . . . . . . . . . . . . . . 88
4.9 The average number of nuclei within the INL. . . . . . . . . . . . 89
4.10 Application to large images. . . . . . . . . . . . . . . . . . . . . . 90
4.11 Application to images stained with various antibodies that are not

specific to nuclei. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.12 Light micrograph of a normal mouse retina. . . . . . . . . . . . . 95
4.13 Application to nucleus detector to different types of images. . . . 96

5.1 A schematic diagram of a fully automated nucleus detection method.102
5.2 Statistic based clustering. . . . . . . . . . . . . . . . . . . . . . . 103
5.3 Application of filters at various scales. . . . . . . . . . . . . . . . 105
5.4 Applying statistic based clustering to images of 3-day and 7-day

detached retinas. . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.5 Example images of the ONL with different magnification factors. . 107
5.6 Identifying the dominant characteristic dimensions of the ONL. . 110
5.7 Results of detecting the radius of the cells that comprise the ONL. 113
5.8 Median extraction from the ONL. . . . . . . . . . . . . . . . . . . 117
5.9 Thickness and density profile of the ONL. . . . . . . . . . . . . . 119
5.10 Mosaicked images of control, 3-day, and 7-day detached cat retinas. 121
5.11 Average thickness and density of control, 3-day, and 7-day detached

retinas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5.12 Thickness and density profile of mosaicked images of cat retina. . 123
5.13 Thickness and density profile of mosaicked images of mouse retinas. 125
5.14 Analysis result of normal and detached mouse retinas. . . . . . . 126
5.15 Thickness of the ONL and photoreceptor cell density in mouse retinas.127

6.1 Histogram equalized images illustrating consistent pattern within
the ONL regardless of antibodies used. . . . . . . . . . . . . . . . 135

6.2 Application of the SVM to identify the ONL in a retinal image. . 139
6.3 Schematic diagram of a multiple layer classification. . . . . . . . . 140
6.4 Example retinal image. . . . . . . . . . . . . . . . . . . . . . . . . 142
6.5 Result of coarse label assignment to each image block within an

image based on rules. . . . . . . . . . . . . . . . . . . . . . . . . . 146

xvi



6.6 Example of hierarchical clustering result. . . . . . . . . . . . . . . 148
6.7 The combined label map. . . . . . . . . . . . . . . . . . . . . . . . 149
6.8 Refining the combined label map. . . . . . . . . . . . . . . . . . . 151
6.9 Example final label map. . . . . . . . . . . . . . . . . . . . . . . . 152
6.10 Segmentation of retinal images using color feature. . . . . . . . . . 154
6.11 Segmentation of retinal images using color and texture. . . . . . . 156
6.12 Calculating a nuclei density feature. . . . . . . . . . . . . . . . . . 157
6.13 Similarity matrix representations . . . . . . . . . . . . . . . . . . 158
6.14 Comparison of segmentation results by using different features. . . 159
6.15 The segmentation result using color, texture, and nuclei density. . 160
6.16 Quantitative evaluation of the results. . . . . . . . . . . . . . . . . 161

7.1 Hypothesis of the genesis of retinopathy of detachment. . . . . . . 168
7.2 Workflow for analyzing retinal images using Bayesian networks. . 170
7.3 The changes in the pattern of protein distribution. . . . . . . . . . 171
7.4 Extracting features from the ONL. . . . . . . . . . . . . . . . . . 172
7.5 The pathway of retinal detachment represented as a Bayesian net-

work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
7.6 A recovered Bayesian network of the retinal detachment process. . 177
7.7 Recovered relationship between protein expression and cell density. 178
7.8 Quantitative analysis of cell density and protein expression levels. 179
7.9 Example image with the profiles of cell density and protein expression.180
7.10 Recovered relationship among protein expressions. . . . . . . . . . 181
7.11 Example image illustrating retinoschisis. . . . . . . . . . . . . . . 182
7.12 Comparison between WT and RSKO mice. . . . . . . . . . . . . . 184
7.13 Cell density and distortion index of WT and RSKO mice. . . . . . 185
7.14 Thickness and distortion index of WT and RSKO mice. . . . . . . 186
7.15 Photoreceptor cell density of RSKO mice after detachment. . . . . 187
7.16 Thickness of the ONL in RSKO mice after detachment. . . . . . . 188
7.17 Measuring features of the retinal cavities. . . . . . . . . . . . . . 189
7.18 Quantitative analysis of retinal cavities. . . . . . . . . . . . . . . . 191
7.19 A recovered network from RSKO data and conditional probability

table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.20 Example image of RSKO mouse retina and its profiles. . . . . . . 194

xvii



Chapter 1

Introduction

“A picture is worth a thousand words,

but a model is worth a thousand pictures.”

Imaging technologies for biology research have seen much progress during the

past decade. For example, fluorescence microscopy is extensively used in gen-

erating high resolution images with subcellular resolution. Images have become

critical components for building/obtaining a detailed understanding of the struc-

ture and function of cells and proteins. These images are used to obtain better

understanding of several critical functions of the central nervous system (CNS),

such as mechanisms behind the loss and recovery of vision following retinal de-

tachment. Image processing and information discovery tools increasingly play a

significant role in better harvesting this vast amount of data, most of which is

currently analyzed manually and qualitatively.

The main contribution of this work is the development of quantitative analysis

and modeling methods of bio-molecular images, in particular retinal images, for

characterizing patterns of cellular/subcellular protein distribution and changes in

1



Introduction Chapter 1

such patterns. The experimental data comes from Steve Fisher’s laboratory at

UCSB that has been studying retinal detachment for over 25 years. We provide

a quantitative understanding of mechanism behind vision loss and recovery af-

ter injury from the images through automated analysis and statistical modeling.

These quantitative analyses provide opportunities to test therapeutic agents that

may reduce the damaging effects of detachment or improve the outcome of reat-

tachment surgery. Additionally, the detailed understanding leads us to develop

new hypotheses. While we focus on specific biological problems relating to retinal

images, the underlying issues and proposed solutions are applicable to a broader

class of images ranging from a single cell to whole organisms.

1.1 Introduction to Retinal Images

The retina is the light-sensitive layer of tissue that lines the inside of the

eye. It shares limited regenerative capabilities of the CNS. This has profound

consequences for the return of function after injury. Retinal detachment is a

fairly common physical injury involving separation of the neural retina from the

underlying monolayer of pigmented epithelium. Because it can cause blindness

in the affected area if left untreated, retinal detachment is considered an ocular

emergency that requires immediate medical attention and surgery. While surgical

success is very high at over 90%, much remains unknown about the degenerative

processes that lead to visual defects, and little is understood about the biology of

the regenerative process. For this reason, understanding and characterizing the

functional effects of cellular changes initiated by detachment and reattachment

are important.
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Understanding the mechanisms behind the loss and recovery of vision follow-

ing retinal detachment and reattachment has been the focus of studies for many

years [27]. Steve Fisher’s lab at UCSB is a leading research laboratory of retinal

detachment studies. They have provided the basis for the current understanding

of the retinal detachment and also pioneered the use of oxygen therapy to slow or

reverse the negative effects of retinal detachment.

Analysis is usually done by comparing normal to detached retinas using differ-

ent views, cross section and wholemount, and considering the difference between

the two patterns. The most common method for determining cellular and sub-

cellular patterns is through fluorescent images, which are generated by emitted

fluorescence light (in essence “dark field” imaging) collected by confocal laser scan-

ning microscopy (CLSM). An antibody is used to visualize a specific cell shape

and protein distributions in the retina. Figure 1.1 shows example images of reti-

nas labeled with antibody to rod opsin. This experimental image set is generated

to answer the question ‘How does the pattern of rod opsin protein expressions

change in response to detachment? ’. The deconstruction of the rods involves a

number of other characteristic responses to detachment [27]. One response is the

‘redistribution’ of rod opsin molecules in the plasma membrane that surrounds the

inner portions of the rod photoreceptors within the outer nuclear layer (ONL).

Localization, level of protein expression, and the pattern of rod opsin protein ex-

pression distribution are the main features to interpret this image set. However,

qualitative differences between two samples are often characterized using vague

parameters such as “texture”, “fuzziness”, “shape”, or “somewhat flattened ap-

pearance” [43]. While experts are good at recognizing generic spatial features in
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such images, such as structures, abnormalities, shapes, and the like, their resulting

qualitative observations are often difficult to reproduce in a scientific experiment.

control 3 days 7 days 28 days

OS
IS
ONL

OPL

GCL
50 μm

Figure 1.1: Confocal images of retinas immunolabeled with antibody to rod
opsin (red) (a) Normal retina. Anti-rod opsin labeling is restricted to the outer
segments (OS). (b) 3-day detached retina. Anti-rod opsin labels the truncated
OS and rod cell bodies in the ONL. (c) 7-day detached retina. (d) 28-day
detached retina. Anti-rod opsin labels OS fragments as well as rod cell bodies
in the ONL.

There are challenges in deriving quantitative descriptions of the above men-

tioned phenomenon. The descriptions include, for example,

• quantitative evaluation of damage to photoreceptors : the number of pho-

toreceptors is a common measurement of visual function of retina. (image

processing tools: segmentation and automated nuclei counting).

• determining cellular and subcellular changes in response to detachment : to

quantify the change in rod opsin distribution, segmenting retinal layers

(ONL in Figure 1.1) is necessary. (image processing tools: segmentation

and layer classification).

• discovery of underlying relationships between the distribution of rod opsin

and other proteins/cells (pattern recognition tools: statistical modeling,
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spatio temporal models, and Bayesian networks).

Ideally an image analysis tool should have the pattern recognition abilities of

a human and the fast and accurate evaluation of the computer to allow feature

based representation, discover non-obvious pattern/relationships, and model spa-

tio temporal patterns. Ultimately this can lead us to a better understanding of

retinal detachment via modeling, which can provide opportunities to test thera-

peutic agents that may reduce the damaging effects of detachment or improve the

outcome of reattachment surgery.

1.2 Challenges in Analyzing Retinal Images

The structure and organization of the different cell types constituting the

retinal tissue pose interesting challenges to image analysis and pattern recognition.

In this thesis, we focus primarily on retinal images that are stained with antibodies

and collected with confocal laser scanning microscopy. We outline below some of

the major issues:

• Segmentation

- Heterogeneity in morphology between objects/regions: Image data

in an individual retinal layer is not statistically homogeneous information.

This is one of the fundamental problems in segmenting micrographs [62].

Further difficulties in retinal images include visual variation from staining.

For example, the same layer can show different structures depending on the

probed antibodies.
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• Object representation and feature selection

- Intrinsic variance between samples: Another demanding element is

the intrinsic variance between samples. Any biological system exhibits sig-

nificant variations. Unfortunately, the resources of tissues are limited so it

is practically impossible to collect enough images to cancel out noise and

variance between samples under the same conditions. It is crucial to ex-

tract robust features that capture common characteristics from the images

under the same conditions in spite of the variance, yet have the capacity of

discriminating subtle variation among images from different conditions.

• Spatial-temporal modeling

- Observations cannot take place on the same sample over time:

Images are collected from retinal cross section/wholemount at intervals of

one day after retinal detachment, 3 days, 7 days, and 28 days. Each sample

comes from a different animal and the sampling tissue is often ad hoc and not

evenly spaced. Coupled with technical variabilities in sample preparations

and image acquisition, the underlying image representation is sparse and

heterogeneous.

• Data sparcity

Since every data set is generated to answer specific experimental questions,

the data set usually consists of a relatively small number of images from

various conditions. Each data set may require extracting different features

depending on the hypothesis. It is a challenge to combine each result from

various experiments to discover interesting patterns over all data. Addition-
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ally, single plane images extracted from z-series, a series of optical sections

through the depth of a specimen, are redundant. They do not provide much

additional information. Thus maximizing the amount of information attain-

able from a single sample is very important.

1.3 Main Contribution

In this thesis, we propose a set of quantitative methods to characterize the

cellular changes associated with retinal detachment. Specifically,

• Automated nucleus detection (Chapter 4 and Chapter 5).

We design an automated nucleus detection method for counting photore-

ceptor nuclei. This method replaces the time consuming, and also routinely

repeated manual analysis with a robust, easy to use software. The proposed

method has been actively used for providing quantitative information to

prove/reject various hypotheses of the response of the retina to detachment

and reattachment [37, 26].

• Quantification of structural distortion in the retina (Chapter 5).

Based on the nuclei detection results, we introduce the first thorough quan-

titative analysis for retinal images. Our quantitative measurements are cor-

roborated by conclusions derived from manual measurements and qualita-

tive assessments, and provide significant information about local structural

changes during retinal detachment [10, 9].

• Layer segmentation and classification (Chapter 6).

We propose segmentation methods which provide a reliable map of the reti-
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nal layers within an image. The developed layer segmentation and classifica-

tion greatly simplifies the image analysis tasks for understanding the events

initiated by retinal detachment.

• Modeling and pattern discovery in retinal images (Chapter 7).

We model the retinal detachment process in order to understand protein-

protein interactions within the cells as well as interactions between cells. A

Bayesian network framework is ideally suited to study this problem. A recov-

ered causal network with quantitative features derived from retinal images

elucidates most of the traditionally reported relationships and also predicts

the interesting causal relationship between expressions of rod opsin and glial

fibrillary acid protein (GFAP), and photoreceptor cell density. The method

of Bayesian networks is also applied to characterize the effect of detachment

in genetic mutant mice. An interesting finding from the constructed network

confirms the plausibility of a new treatment (gene therapy).

1.4 Thesis Organization

This thesis is organized as follows. In Chapter 2 we introduce the retina, reti-

nal detachment, and recent high resolution retinal imaging techniques. Details

of image processing issues for quantitative analysis are also discussed. Chapter

3 provides a brief background of the methods which we employ to characterize

the changes in retina. In Chapter 4, we present the generic nucleus detection

methods which are applicable to a wide range of image types, sample prepara-

tions, and imaging methods. In Chapter 5, we extend results of Chapter 4 by
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automating counting photoreceptor nuclei within the ONL. Based on the nucleus

detection results, we propose a novel method to quantitatively analyze and char-

acterize structural distortion of a retina after injury. In Chapter 6, we propose

an approach to segment and classify the retinal layers using image driven features

and metadata/content. The combination of all quantitative measures (cell counts,

layer thickness, local cell density, and distortion indices) provides important in-

formation which has not yet been reported. In Chapter 7, we shift our focus to

modeling the retinal detachment process. We demonstrate how the above tools

(described in Chapters 3 - 6) are applied to extract quantitative information from

retinal images, and to model the retinal detachment process. We discover underly-

ing relationships between proteins for which there is little knowledge. The detailed

understanding of retinal detachment via modeling can provide opportunities to

test therapeutic agents that may reduce the damaging effects of detachment or

improve the outcome of reattachment surgery. It may also reveal information of

use for understanding other causes of blindness rooted in retinal defects or in-

juries. We summarize our conclusions and discuss further research directions in

Chapter 8.
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Chapter 2

Retinal Detachment

“You cannot depend on your eyes

when your imagination is out of focus.”

Mark Twain

Understanding the mechanisms behind the loss and recovery of vision following

retinal detachment and reattachment has been the focus of study for many years.

Here we survey the current research of cellular remodeling in mammalian retina

in response to retinal detachment and reattachment. We specifically focus on

recent high resolution retinal imaging techniques, image processing problems for

quantitative analysis, and image analysis challenges in immunofluorescent retinal

images.
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2.1 Structure and Function of The Retina

2.1.1 Overview

The retina is the light-sensitive layer of tissue that lines the inside of the eye

and sends visual messages through the optic nerve to the brain. The retina shares

limited regenerative capabilities of the central nervous system (CNS). This has

profound consequences for the return of function after injury. The retina offers

a unique opportunity to study neuronal diseases experimentally and in patients

as it is the only part of the CNS that is directly visible and remains the most

surgically accessible.

All vertebrate retinas are composed of three layers of cell bodies and two layers

of synapses (Figure 2.1). Figure 2.1 (b) shows a simplistic drawing of a cross

section of a retina. The ganglion cells (G in Figure 2.1 (b)) lie in the innermost

region of the retina closest to the lens and front of the eye, and the photoreceptors

(rods and cones) lie in the outermost region of the retina adjacent to the retinal

pigment epithelium (RPE). In other words, the “raw” image is actually formed

at the back (the photoreceptors) and the “processed” signal is routed inward by

converging axons from a series of integrator cells (bipolar and horizontal cells)

located in the inner portion of the retina. The most logical way to understand

the layers of the retina is to consider them in sequential order as a progression of

events in the transduction of vision, beginning at the innermost and following the

signal through the outermost photoreceptors and back to the point of exit via the

optic nerve. Light enters from the ganglion cell layer (GCL) and travels through

different cell types in the retina before activating the rod and cone photoreceptors.
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Figure 2.1: Retinal layers. (a) Confocal microscopy of a vertical section through
a cat retina. (b) A drawing representing the retinal cell types discussed in [27]
(Figure 1 in [27]) (courtesy of Steve Fisher’s lab). The outer segments of rod (R)
and cone (C) photoreceptors interdigitate with the apical surface of the retinal
pigment epithelium (RPE). The photoreceptor cell bodies comprise the outer
nuclear layer (ONL), and their synaptic terminals end in the outer plexiform
layer (OPL). The dendrites of rod bipolar cell (RB) and the axon terminals of
the B-type horizontal cell (HB) are postsynaptic to rod photoreceptors. The
dendrites of the HB cell are postsynaptic to cones. Axons of rod bipolar cells
terminate in the inner plexiform layer (IPL) . The dendrites of ganglion cells
(G) terminate in the IPL and their axons form the optic nerve. Their cell
bodies comprise the ganglion cell layer (GCL). A population of astrocytes (A)
lies in the GCL . Müller cells (M) are the radial glia of the vertebrate retina.
Their microvilli extend beyond the outer limiting membrane (OLM), their cell
bodies lie in the inner nuclear layer (INL), and their endfeet abut the inner
limiting membrane (ILM).
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Subsequently, the absorption of photons by the visual pigments within the outer

segments (OS) of the photoreceptors is translated into an electrical message that

can signal through their cell bodies in the outer nuclear layer (ONL), and out to

their axons. In the outer plexiform layer (OPL), rod photoreceptor axons contact

the dendrites of bipolar cells (RB in Figure 2.1 (b)) and the axon terminals of

B-type horizontal cells (HB in Figure 2.1 (b)). The rod bipolar cells (RB) in the

inner nuclear layer (INL) process input from rod photoreceptors and horizontal

cells (HB). Horizontal cells in the INL, interneurons which aid in signal processing,

process input from both photoreceptors. Bipolar cell axons contact the dendrites

of ganglion cells (G) and amacrine cells in the inner plexiform layer (IPL). The

signal is relayed via the ganglion cell axons through the optic nerve to the brain.

Ganglion cells, displaced amacrine cells, and astrocytes (A in Figure 2.1 (b))

comprise the ganglion cell layer (GCL). A vertical section of a retina illustrates

its complexity and highly patterned architecture (Figure 2.1 (a)). Since the group

of cell bodies or synaptic terminals of specific cell types comprise each layer, the

normal architecture of layers is crucial to retinal function. Hence, changes in the

integrity of the layers serve as an index of retinal function after injury. Moreover,

this layer information is used for localizing specific cells and analyzing the effects

of genes, drugs, stress, and protective factors on retinal integrity.

2.1.2 Retinal pigment epithelium (RPE)

The retinal pigment epithelium (RPE) is the pigmented cell layer outside the

retina that nourishes retinal cells. RPE is firmly attached to the underlying

choroid (the vascular layer of the eye), and their microvilli interdigitate with the
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outer segments (OS) of photoreceptors (Figure 2.2). The RPE provides nutrition

such as glucose and oxygen to the retina. It also has a vital function in ensuring

the OS are supplied with vitamin A to maintain visual function. The RPE is

composed of a single layer of hexagonal cells that are densely packed with pigment

granules, melanin and lipofuscin. These pigment granules in the RPE increase the

contrast of the visual images by absorbing light that would otherwise be reflected

back inwards towards the photoreceptors. The morphology of the RPE changes

after retinal injury or disease. These changes disrupt the interface between RPE

and photoreceptors, in particular, the OS.

RPE

Glucose

Oxygen

Choroid

Vitamin A

Figure 2.2: Retinal pigment epithelium. The drawing is modified from Figure
1 in [27] (courtesy of Steve Fisher’s lab).

2.1.3 Photoreceptor layers

The outermost layer of the retina is comprised of rod and cone photoreceptors.

These cells have a cell body, an axon, and outer segments (OS) and inner segments

(IS). Outer segments are the actual light-sensitive elements containing visual pig-
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ments. The visual pigment consists of a protein called opsin and a chromophore

derived from vitamin A, known as retinal. The opsin and the chromophore are

bound together and lie buried in the membranes of the outer segment discs. Outer

segment degeneration is a common theme in all of the photoreceptor degenerative

conditions, whether the underlying cause is genetic, disease, or injury. Figure 2.3

(a) and (b) show the outer segments of rods and cones of a normal cat retina

collected by a confocal microscope.
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ONL

RPE

OS
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50 μm

(a)
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50 μm

(b)

Figure 2.3: Outer segments of photoreceptors. A drawing∗ of retinal layers
highlighting outer segments of rods and cones is shown as a reference. (a) An
example confocal image of a normal cat retina labeled with an antibody to
rod opsin (red). Only the layer of rod outer segments (OS) is clearly labeled
with this antibody. (b) A confocal image of a normal cat retina labeled with
an antibody to medium (M)- and long (L)- wavelength-sensitive cone opsin
(red). The feline retina has only M cones; thus only M-cone outer segments are
labeled within the OS layer. ∗The drawing is modified from Figure 1 in [27]
(courtesy of Steve Fisher’s lab).

In the normal mammalian retina, rod opsin (Figure 2.3 (a)) is localized in

the OS layer. In many degenerative conditions, outer segments become shortened

over a period of a few days and rod opsin becomes redistributed to the plasma

membrane of the IS and cell bodies. The change in rod opsin distribution is a key
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feature for identifying degeneration of rod photoreceptors in response to injury.

Outer segments of cone photoreceptors also lie in the OS layer and are greatly

shortened and distorted under a degenerative condition. Hence their structural

change is an important characteristic of injury.

2.1.4 The outer nuclear layer (ONL)

The nuclei of rods and cones constitute the ONL. Cone cell bodies are layered

in columns below the outer limiting membrane (OLM). Some of the cone cell

bodies are indicated by white arrows in Figure 2.4 (a). Rod cell bodies make up

the remainder of the ONL below the cone cell bodies. Figure 2.4 (b) shows all the

nuclear layers stained with a nuclear dye (blue).
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RR RRR
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ONL
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50 μm

(a)

ONL
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50 μm

INL

GCL

(b)

Figure 2.4: The outer nuclear layer (ONL). A drawing∗ of retinal layers high-
lighting the outer nuclear layer is shown as a reference. ∗The drawing is mod-
ified from Figure 1 in [27] (courtesy of Steve Fisher’s lab). (a) An example
confocal image of a normal cat retina labeled with an antibody to PDEγ (red).
The labeling shows rod and cone OS as well as the entire cone cell. White
arrows indicate example cone cell bodies. (b) A confocal image of a normal cat
retina stained with a nuclear dye TO-PRO (blue). Nuclei in all nuclear layers
(ONL, INL, and GCL) are shown.
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Nucleus staining is useful for identifying individual cells and associated events

such as cell death. In particular, the number of photoreceptors within the ONL

is a common measurement of the visual function of a retina. Additionally, the

ONL is useful for image segmentation since the layer has a consistent pattern;

this is due to the structural similarity of cell bodies among rods and cones. It

is important to identify the ONL to locate all other layers since the patterns of

other layers are not as consistent as that of the ONL, and are more difficult to

recognize without knowledge of relationships between the retinal layers. In this

way, the ONL serves as a baseline for characterizing the cellular changes under a

degenerative condition, and identifying the other layers.

2.1.5 The outer plexiform layer (OPL)

Rod and cone photoreceptors generate the initial neural signal and pass it to

the interneurons (bipolar, horizontal, and amacrine cells) for processing and fur-

ther handling. The dendrites of these interneurons and the synaptic terminals of

rods and cones (rod spherules and cone pedicles) constitute the OPL. The OPL

is best appreciated when the photoreceptor terminals are labeled with any one of

several antibodies to presynaptic proteins, such as synaptophysin and vesicle as-

sociated membrane protein (VAMP). Figure 2.5 shows an example image labeled

with an antibody to synaptophysin. In the normal retina, the photoreceptor

synaptic terminals form a compact layer in the OPL. The dendrites of rod bipo-

lar cells specifically enter the synaptic invaginations of the rod photoreceptor’s

synaptic terminals (spherules) (Figure 2.6 (a)). The large cone photoreceptor’s

synaptic terminals (pedicles) form a single row adjacent to the neuropil, while
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the more distally located, numerous, and smaller rod spherules form an orderly

band. The organization of rod synaptic terminals and the morphology of cone

pedicles reflect their cellular responses. For example, after retinal detachment,

rod synaptic terminals appear near the rod nuclei scattered through the ONL.

Such terminal withdrawal and reorganization has been used to identify cellular

events after retinal detachment and reattachment.

ONL

OPL

RB
HB

ONL

OPL

IPL

50 μm

Figure 2.5: The Outer plexiform layer (OPL). Left: A drawing∗ of retinal layers
highlighting the outer plexiform layer. Right: A confocal image of a normal cat
retina labeled with an antibody to the synaptic vesicle protein, synaptophysin.
The labeling is highly specific to the layer of photoreceptor synaptic terminals
in the OPL illustrating the tightly packed ranks of photoreceptor terminals of a
typical normal retina. ∗The drawing is modified from Figure 1 in [27] (courtesy
of Steve Fisher’s lab).

2.1.6 The inner nuclear layer (INL)

The cell bodies and nuclei of the interneurons, particularly the bipolar and

horizontal cells, are located in the INL. Rod bipolar cells have multiple branched

dendrites that terminate in the invagination of rod spherules. Rod bipolar cells

can be observed by confocal imaging using an antibody to protein kinase C (PKC).
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Figure 2.6 (a) shows the confocal image of a retina labeled with an antibody to

PKC (red). The cell bodies of rod bipolar cells lie in the INL while their dendrites

terminate in the OPL.
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Figure 2.6: The inner nuclear layer (INL). Left: a drawing∗ of retinal layers
representing bipolar and horizontal cells. (a) The rod bipolar cells are labeled
with an antibody to PKC (red) . Cell bodies of the rod bipolar cells reside
in the INL and their dendrites (denoted by white arrows) enter the synaptic
invagination of the rod spherules. (b) The A-type horizontal cells (HA) are
labeled with an antibody to calbindin D (green). Cell bodies and their pro-
cesses lie on the border of the INL. ∗The drawing is modified from Figure 1 in
[27] (courtesy of Steve Fisher’s lab).

The feline retina has two morphologically distinct horizontal cells; one with

stout tapering dendrites and no axon (A-type) and the other with finer, highly

branched dendrites and a long thin axon that forms an axon terminal (B-type).

These two populations of horizontal cells are also distinguished based on the la-

beling signature (i.e. expressing protein) and location. The A-type horizontal cell

contains calbindin D and calretinin demonstrating stout processes and a cell body

that lies on the outer border of the INL (HA in Figure 2.6 (b)). The B-type hor-
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izontal cell (HB in Figure 2.6 (a)) contains only calretinin having finer processes

emerging from the cell body, and lies lower in the INL.

2.1.7 The inner plexiform layer (IPL)

The IPL, like the OPL, is a region of synapses. Here, the bipolar cells talk

to different types of amacrine cells and to dendrites of the various ganglion cells.

Similar to the OPL, the IPL is also visualized when the terminals are labeled

with any one of several antibodies to presynaptic proteins. Figure 2.7 shows a

confocal image of a retina labeled with an antibody to synaptophysin (green).

In normal retina, bipolar cell axons and dendrites of amacrine and ganglion cells

form a compact layer. This typical stratification in the IPL is no longer evident

after injury.
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Figure 2.7: The inner plexiform layer (IPL). Left: A drawing∗ of retinal layer
highlighting the IPL. Right: Confocal image of a normal cat retina labeled
with an antibody to the synaptic vesicle protein, synaptophysin (green). The
labeling is highly specific to the layer of synaptic terminals of bipolar cells in
the IPL as well as OPL illustrating the stratum of bipolar cell terminals and
dendrites of amacrine and ganglion cells. ∗The drawing is modified from Figure
1 in [27] (courtesy of Steve Fisher’s lab).
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2.1.8 The ganglion cell layer (GCL)

While the ganglion cells have synapses with bipolar cells in the IPL, their cell

bodies are located in the next retinal layer, the GCL, which has far fewer nuclei

than the inner or outer nuclear layers. Like other neurons, ganglion cells have

axons, which carry the generated signal. These axons are bundled into tracts that

run radially, converging at the site of origin of the optic nerve. The optic nerve

collects all the axons of the ganglion cells and this bundle of more than a million

fibers then passes information to the next relay station in the brain for sorting

and integrating into further information processing channels. Figure 2.8 shows

the calretinin-positive ganglion cell bodies in the GCL and their axons. The axon

bundles, in the optic fiber layer, are visualized using an antibody to neurofilament

protein. The bundles appear thicker when they are close to optic nerve.
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Figure 2.8: The ganglion cell layer (GCL). Left: a drawing∗ of retinal layers
representing ganglion cells (G) and their axons. Right: a confocal image of
retina labeled with antibodies to calretinin (red) and neurofilament (green).
∗The drawing is modified from Figure 1 in [27] (courtesy of Steve Fisher’s lab).
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2.1.9 Müller glial cells

The central nervous system consists of neurons and glial cells. Neurons con-

stitute about half the volume of the central nervous system (CNS) and glial cells

make up the rest. Glial cells provide support and protection for neurons. There

are two basic types of glial cells in the cat and human retina: Müller cells and

astrocytes. Müller cells are the principal glial cells of the retina. Müller cell bod-

ies reside in the INL and project irregularly thick and thin processes in either

direction to the OLM and to the inner limiting membrane (ILM) (M in Figure

2.9).

ONL

M

A

ONL

GCL 50 μmGCL

Figure 2.9: Glial cells: Müller cells and astrocytes. Left: a drawing∗ of retinal
layers representing Müller cells (M) and astrocytes (A). Right: a confocal im-
age of a normal cat retina labeled with antibodies to the interfilament proteins
glial fibrillary acid protein (GFAP) (green) and vimentin (red). Intermediate
filaments are concentrated in the endfoot region of the Müller cells with vi-
mentin predominating over GFAP. ∗The drawing is modified from Figure 1 in
[27] (courtesy of Steve Fisher’s lab).

The OLM of the retina is formed from adherent junctions between Müller cells

and photoreceptor cell inner segments. The ILM of the retina is likewise composed
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of laterally contacting Müller cell endfeet and associated basement membrane

constituents. Müller cells contain glycogen, mitochondria and the intermediate

filament protein, vimentin and glial fibrillary acid protein (GFAP). The latter

filaments are normally in the inner half of the Müller cells and their end feet

(Figure 2.9), but following trauma to the retina such as retinal detachment, both

vimentin and GFAP are massively upregulated and found throughout the cell.

2.2 Retinal Detachment & Reattachment

The degeneration of light sensitive photoreceptors accounts for the vast ma-

jority of blinding conditions in humans. One of the common causes is retinal

detachment which can occur as a result of physical trauma or as a complication of

disease. Retinal detachment is a fairly common physical injury involving separa-

tion of the neural retina from the underlying monolayer of pigmented epithelium

(Figure 2.10).

Detached Retina

Retinal Tear

Retina

optic nerve

Figure 2.10: Retinal detachment. The image is modified from the original
image in http://www.retinaconsultantsnj.com/images/detachment.jpg.
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Because it can cause blindness in the affected area if left untreated, retinal

detachment is considered an ocular emergency that requires immediate medical

attention and surgery. With retinal reattachment surgery, over 90% of eyes with

retinal detachment can be successfully treated. However, vision recovery is not

always predictable. 20% to 37% of eyes with macular involvement recover visual

acuity to 20/50 but other visual deficits commonly remain. The final visual result

may not be known for up to several months following surgery. Even under the best

of circumstances, and even after multiple attempts at repair, treatment sometimes

fails and vision may eventually be lost. While surgical success is very high, much

remains unknown about the degenerative processes that lead to visual defects,

and little is understood about the biology of the regenerative process.

It has been a focus of research to understand the cellular changes that have the

potential to significantly affect the return of vision after successful reattachment.

A model system for retinal detachment in the cat has been developed by Steven

Fisher’s lab at UCSB [27]. As a model system for studying cellular remodeling in

the retina due to injury, using retinal detachment as an injury model has some

advantages; this system allows the study of the morphological, biochemical, and

proliferative responses of the retina to trauma. Moreover, animal models provide

precise control of the creation and location of the retinal detachment and it is

also possible to create retinal detachments in multiple animals at many different

time points, which is not possible in preserved human tissue. Figure 2.11 shows an

experimental design for testing a hypothesis of the retinopathy of detachment and

reattachment. Retinal detachments are experimentally created in one of the eyes

of the animals. Briefly, the lens and vitreous are removed and a 0.25% solution of
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sodium hyaluronate are infused via a glass pipette between the neural retina and

the RPE. After a retinal detachment is created, various variables (e.g. hyperoxia)

can be added depending on the proposed hypothesis. Following intervals such as

1, 3, 7, and 28 days of detachment, the animals are euthanized and the tissues

are harvested, fixed and embedded for imaging techniques. For immunocytochem-

istry (see Section 2.3.3), the tissues are immersion fixed in paraformaldehyde and

rinsed in phosphate buffered saline (PBS). The tissue is then embedded in low-

melt agarose and sectioned at 100 µm with a vibratomer. Antibodies are added

to label specific proteins in the tissue. Finally, images are collected by a confo-

cal microscope. Analysis is done by comparing normal to detached retinas, and

considering the differences between the antibody labeling patterns.

wait

Harvest tissue for:
Structural imaging
Immunocytochemistry
Biochemistry
Molecular biology

Create retinal 
detachment
in one eye

Add variables
e.g. hyperoxia,
reattachment

Add variables
e.g. hyperoxia,
reattachment

Label with
selected antibodies

Label with
selected antibodies

Hundreds to 
thousands available, 

19 in routine use

Collect images that form
the database for this experiment

(laser scanning confocal 
microscopy)

Collect images that form
the database for this experiment

(laser scanning confocal 
microscopy)

Quantitative/
Qualitative 

analysis

Quantitative/
Qualitative 

analysis

Figure 2.11: Experimental design for testing a hypothesis of the retinopathy of
detachment and reattachment. (courtesy of Steven Fisher’s lab, UCSB)
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2.3 High Resolution Retinal Imaging

Recent advances in biological imaging and cytochemical labeling (e.g. fluo-

rescent probes) have allowed for consistent, reliable ways of documenting changes

in cell morphology and the expression patterns of specific proteins. Images have

become critical components for a detailed understanding of the structure and func-

tion of cells and their proteins. More importantly, image processing is playing an

increasing role in the analysis and understanding of quantitative biological experi-

ments. A crucial aspect of research that is often overlooked is a full understanding

of imaging techniques for quantitative analysis. Currently, vast quantities of im-

ages are generated to be analyzed by a human observer. The quality of images

might be good for visual analysis but might not qualify for quantitative analy-

sis. Image processing techniques that have been developed to deal with noisy

images under traditional assumptions (e.g. image enhancement, segmentation,

and restoration) should be re-evaluated before they are used in these types of

images. It requires understanding of: the light source, the interaction of light

with the desired specimen, the characteristics of modern microscope optics, and

the characteristics of sensors. All of these components are important to achieve

the accurate measurement of “analog” quantities given a digital representation of

an image. Confocal imaging is a common method for determining cellular and

subcellular patterns of a retina using confocal laser scanning microscopy (CLSM).

Additionally, transmission electron microscope (TEM) and high resolution trans-

mitted light microscopes are used, depending on the goal of the study. Each

imaging technique reveals information about a tissue for different scales (from

molecular to cellular) and resolutions (from nm to µm). In this section, we will
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give a brief introduction of two imaging techniques, transmitted light microscopy

and electron microscopy, and discuss confocal imaging in detail.

2.3.1 High resolution transmitted light microscopy

Transmitted light microscopy is one of the most commonly used and well

known imaging techniques in biology. Most microscopes in current use are known

as compound microscopes, where a magnified image of an object is produced by

the objective lens, and the image is magnified by a second lens system (the ocular

or eyepiece) for viewing. Thus, final magnification of the microscope is dependent

on the magnifying power of the objective times the magnifying power of the oc-

ular. Objective magnification powers range from 4x to 100x. This limitation is

the result of light being diffracted by the object under observation and because

diffracted light interferes with the image. Lower magnification is impractical on a

compound microscope stand because of spatial constraints with image correction

and illumination. Higher magnification is impractical because of limitations in

light gathering ability and shortness of working distances required for very strong

lenses. Ocular magnification ranges are typically ranging from 8x to 12x, and

10x oculars are most common. As a result, a standard microscope will provide

a final magnification range of 40x up to 1000x and a pixel resolution of 0.2 µm.

Light microscopy has been intensively used to study morphological changes that

occur in the ONL and OPL after retinal detachment. Such morphological infor-

mation is difficult to obtain using CLSM with immunocytochemistry. Figure 2.12

is an example image of a normal cat retina. Detailed structures of cell bodies and

synaptic terminals are easily observed so that this figure can be used for compar-
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ison to regions with a retinal detachment. Recent studies show that the antibody

labeling of tissue sections with a transmitted light microscope can also provide

precise quantitative information of structural remodeling of retinas.

ONL

OS

GCL

Figure 2.12: An example image of a vertical section through a cat retina. This
is a normal cat retina embedded in Spurs resin and sectioned at 1 µm thickness
using an LKB ultramicrotome. It was then counterstained with Toluidine blue
and photographed with Ektachrome 64 slide film. The slide was then scanned
to create a digital image.

2.3.2 Transmission electron microscopy

The electron microscope (EM) was developed to overcome the limitations of

light microscopes which are limited by the physics of light, a maximum of 1000x

magnification, and a resolution of 0.2 µm. In the early 1930’s this theoretical

limit had been reached and there was a scientific desire to see the fine details

of the interior structures of organic cells. This required 10,000x plus magnifi-

cation which is not possible using light microscopes. The transmission electron

microscope (TEM) is the first type of electron microscope to be developed and is
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patterned exactly on the transmitted light microscope except that a focused beam

of electrons is used instead of light to “see through” the specimen. The resulting

electron micrographs (EM) are very useful in understanding the structure of a

retina and its cellular responses at nanometer resolution. Figure 2.13 shows an

example of outer segments of rod photoreceptors by TEM and CLSM.

10 µm

(a)

10 µm

(b)

Figure 2.13: Example image of transmitted electron microscope. (a) The outer
segment of rod photoreceptors (circled region). The image is scanned with
300 dpi from TEM negative with 5000x magnification. (16.934 nm/pixel). (b)
Example of single labeled image of rod photoreceptors collected with a confocal
microscope (158 nm/pixel). Outer segments are denoted as arrows.

Outer segments in confocal images (Figure 2.13 (b)) display high concentration

of rod opsin as solid regions, on the other hand, those of electron micrographs (Fig-

ure 2.13 (a)) reveals the morphological structure filled with stacks of membranes

containing the visual pigment molecules such as rod opsin. While electron micro-

graphs provide high resolution images, it is often challenging to extract accurate

structural information from specimen images that are obscured with a granular

noise. Additionally, an advanced imaging technique called electron tomography
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allows the reconstruction of subcellular organelles and cells at nanometer reso-

lution from collected projections of an object. The technique calculates a 3-D

structure from many 2-D images or projections recorded over a wide range of tilt

angles.

2.3.3 Confocal laser scanning microscopy

CLSM is a relatively new light microscopic imaging technique which has found

wide applications in the biological sciences. The primary value of a confocal

microscope is its ability to create optical sections through a 3-D specimen that

would otherwise appear blurred when viewed with a conventional microscope.

This is achieved by excluding most of the light from out-of-focus points of the

sample. The image contains information from only one focal plane; therefore, by

moving the focal plane through the depth of a specimen, a series of optical sections

called z-series can be collected (Figure 2.14 (a)). The stack of serial optical sections

can be viewed as a composite projection image which is commonly computed by

the maximum projection of 3-D image stacks (Figure 2.14 (b)). Moreover, it is

possible to reconstruct 3-D volumetric representations by assembling a stack of

2-D images along the vertical axis (i.e. z direction). This property of the CLSM is

fundamental for solving 3-D biological problems where information from regions

distant from the plane of focus can obscure the image (thick objects such as brain

or retina). Figure 2.14 (a) shows the series of optical sections of a cross section

of a cat retina. A cross section can be viewed from a vertical section of retina.

Individual planes readily reveal the structure of cone photoreceptors with a lateral

resolution of 1 µm.
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1 2 3

4 5 6

y

z

x
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(b) (c)

Figure 2.14: Optical section z-series of cone photoreceptors. (a) Six series of
optical sections of the cross section of cat retina. The tissue is labeled with
antibodies to synaptic ribbon protein C-terminal binding protein 2 (CtBP2)
(red) and PDEγ (green). (b) A projection image of six optical sections reveals
the structure of cone photoreceptors. (c) Volume rendered 3-D representation
generated by software [25].
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The projection image and 3-D reconstruction image of the selected cone pho-

toreceptors are shown in Figure 2.14 (b) and (c). Moreover, the series of optical

sections of a wholemounted cat retina can be collected. A wholemount can be

viewed from either surface of a retina (RPE or ILM) and then optically sectioned

to visualize a particular cell or layer. Figure 2.15 (b) shows the INL illustrating

two different types of horizontal cells (Section 2.1.6) with many branched dendrites

and axons.

ONL

INL

GCL

cross section

wholemount

Figure 2.15: Example retinal images from cross section and wholemount of
a retina. Images are labeled with antibody to calretinin (red), neurofilament
(green), and calbindin D (blue). A retinal section can be viewed from a vertical
section of retina illustrating all layers. On the other hand, a retinal wholemount
can be viewed from either surface (RPE or ILM) and then optically sectioned
for visualizing a specific layer, here horizontal cells in the INL.
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Antibody labeling

Cells are mostly transparent in their natural state and the immense number

of molecules that constitutes them are not optically distinguishable from one an-

other. However, if a marker is attached to the protein of interest, it will very

precisely indicate its position. Much effort has gone into finding suitable mark-

ers for this purpose. When Coons and Kaplan introduced a technique to label

antibodies with a fluorescent dye to study antibody-antigen interactions, it pro-

foundly changed the field of immunocytochemistry. In the case of antibodies, the

indirect antibody technique is used frequently. First, the primary antibody that

is targeted against a specific protein is added to the tissue (Figure 2.16). This

molecule is not conjugated to a fluorochrome since this modification can reduce

its binding efficiency to the antigen. To detect the primary antibody, a secondary

antibody that is conjugated to a fluorochrome is added. This secondary antibody

binds specifically to the primary antibody. Since several molecules can bind to

one primary antibody molecule, there are now several dye molecules per target.

Thus, the fluorescent emission arising from one primary antibody is amplified by

the secondary antibodies that bind to it. The fluorochrome conjugated to the

secondary antibody determines the color of the image stained by this indirect an-

tibody staining protocol. That is, the tissue stained with the antibody is collected

as a pseudo colored image.

Immunocytochemistry (labeling by antibodies) has been used to visualize a

specific cell shape and protein distribution in the tissue. Similarly, the technical

advantages of immunocytochemistry have permitted the discovery of remodeling

events in the retina in recent years. Different antibodies or antibody combinations
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1o antibody 2
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2o antibody 1
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2o antibody 2

Fluorochrome 2
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Y

YFluorochrome 3

1o antibody 3

2o antibody 3

Y

proteins

Exciting light 1
Exciting light 2

Exciting light 3

Emitted light 3

A cell

Figure 2.16: Indirect antibody staining technique. The primary antibody is
added to the tissue. This molecule is targeted against a specific protein. A
secondary antibody that is conjugated to a fluorochrome is added to detect
the primary antibody. When the light of one wavelength (e.g. excited light 1)
excites the dye (fluorochrome 1), protein is labeled by attaching fluorochrome
so that they will emit the light of one wavelength (e.g. emitted light 1).

provide information about specific cell types and their reaction to retinal injury

(Figure 2.17). It is also critical to identify and correlate changes in antibody

labeling with the ultrastructural images. Figure 2.18 (a) shows an example of two

proteins which are localized to a specific region in normal cells. The intensity of

labeling with these antibodies (i.e. protein expression profile) and the pattern of

their localization shifts dramatically when the retina is detached. The example in

Figure 2.18 (b) shows cone photoreceptors. The intensity of labeling is decreased

and the shape of the cone terminal, denoted by arrows, is changed in response to

detachment.
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calretinin neurofilament calbindin

red channel off green channel off blue channel off

Figure 2.17: Example retinal section labeled with three antibodies. Information
from each channel can be extracted separately.

Normal Detached

(a)

normal detached

(b)

Figure 2.18: Example data collection of immunofluorescence images of feline
retina. (a) Example of double labeled images of rod photoreceptors (anti-rod
opsin; red) and Müller cells (anti-GFAP; green) (b) Example of single labeled
images of cone photoreceptors (anti-PDEγ).
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Problems and limitations of confocal microscopy

It is known that CLSM is easy to use and its images reveal the location of

labeled molecules in tissues. Over the past several years, confocal microscopy

has become a quantitative tool. There are a number of aspects we should take

into account to obtain accurate measurements from these fluorescent micrographs.

Problems and limitations of confocal microscopy have appeared in the literature.

We describe some of them which are crucial to quantitative image analysis of

retinal tissues.

Signal-to-Noise: optical shot noise In CLSM the signal levels are typically

low, only 10-20 photons/pixel in the brightest area, due to the limited

amount of light obtainable from the small fluorophore probe volume in the

focussed beam. Under such conditions, statistical variation in the number of

detected photons is the most significant variable. The uncertainty in inten-

sity determination caused by such shot noise results in an overall reduction

in contrast. Furthermore, the level of noise relative to the signal determines

the number of gray levels that can be distinguished in an individual image

pixel, which in effect establishes a limit on the dynamic range of the image.

The intrinsic statistical variation in the detected photon signal is governed

by a Poisson distribution function. Such a distribution has the property that

its mean value is equal to its variance. For a signal consisting of n photons,

the signal-to-noise ratio is given by:

Signal-to-Noise (S/N) =
n

n1/2
= n1/2.
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Note that the intensity of noise is proportional to the intensity of the flu-

orescence signal. Therefore, traditional assumptions about the relationship

between signal and noise do not hold as presented in [84]: 1) the noise is not

independent of the signal; 2) the noise is not Gaussian; and 3) the noise is

not additive.

Signal-to-Background: background shot noise In an ideal microscope, only

the optical shot noise limits the image quality. In an actual microscope, the

presence of background shot noise must also be considered and is added to

the noise component in the relationship between signal and noise. If the

background contribution is large (small signal-to-background ratio), the de-

sired signal may become lost in the high background shot noise, resulting

in a signal-to-noise ratio approaching zero. For example, each confocal reti-

nal image is generated to visualize a specific protein. Since only specific

regions where fluorescent dye molecules bind are visualized, most regions

in the tissue appear as dark regions whose intensity levels are close to zero

or sometimes below the background noise level. In order to extract fea-

tures from such regions, contrast enhancement techniques (e.g. histogram

equalization) are often employed. Contrast enhancing for a region with high

background noise will amplify the noise, resulting in poor feature extraction

and image segmentation.

Resolution As with conventional microscopy, confocal microscopy has inherent

resolution limitations due to diffraction. The width of the point spread

function of intensity profiles are indicative of the microscope resolution–

the best lateral resolution is typically about 200 nm. Images with higher
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resolution than 200 nm are usually collected by a digital zoom, that is,

interpolation.

Axial thickness of optical sectioning We saw one of the advantages of confo-

cal microscopy is optical sectioning. The axial thickness of optical sections

depends on the inverse square of the numerical aperture (NA). For example,

with good oil immersion lenses (with a highest NA of 1.4), the optical sec-

tions can be collected with a resolution up to 0.5 µm. Therefore, pixel size

in the z-direction will be larger than the xy-direction leading to a challenge

in computing features in 3-D. For example, small structures such as synap-

tic ribbons in the photoreceptors are difficult to capture through multiple

optical sections.

Photobleaching It is commonly believed that increasing the laser intensity will

increase signal intensity. In fact, only a fraction of the light is needed to

maximally excite fluorophores in confocal microscopy. The remaining light

will lead to quenching of the fluorophores, heating of the cell, and photo-

oxidative damage to the cell. This is a crucial problem in live cell imaging

applications. In fixed cell imaging like retina, photobleaching will also oc-

cur when collecting serial optical sections. This causes intensity variations

among the series of the optical sections.

Intensity variation by uneven staining An additional consideration is that

fluorescence intensity usually is not even across the tissue section, because

labeled structures are not uniformly distributed within the tissue or individ-

ual cells. In addition, antibodies and many other probes cannot penetrate

38



Retinal Detachment Chapter 2

far into tissues. When a tissue is not flat, for example, a detached retina,

the intensity variation is more significant. It is often necessary to change

the laser intensity, or gain, to bring out detail in a particular area of in-

terest, even though other regions of the cell or tissue are obscured in that

image. Such variation is more dramatic across serial optical sections. For

example, if the sections are to be collected through a depth of more than

5-10 µm to capture the neuronal processes of bipolar cells in the retina, ad-

jacent series of several microns each may have to be collected, so that gain

can be adjusted. Note that the intensity of the image is no longer accurate

quantitative information.

There are other variables including autofluorescence, spectral bleed-through

artifacts, different types of noise (e.g. dark current), tissue degradation [52] and

the particular microscope configuration under consideration. It is desirable to

optimize images during collecting to cope with these problems so subsequent image

processing can be minimized. However, what is done with images after they are

collected is as important as how they are collected. With an understanding of the

addressed issues, we can extract meaningful and accurate quantitative information

from properly processed images. Since signal and noise are not independent, we

need an adaptive image processing method depending on the level of signal and

background noise. More details will be discussed in the following chapters.
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2.4 Image Analysis for Retinal Cell Biology

So far, we have described various imaging techniques. In this section, we

present biological problems that have been asked to study retinal detachment and

reattachment followed by associated image analysis issues, and unique challenges

in processing retinal images.

A number of questions have been asked to understand the mechanism behind

the loss and recovery of vision following retinal detachment and reattachment over

the last several decades. The main research problems in biology of the detachment

can be summarized as shown in Figure 2.19.

Are cellular changes in the retina associated with 
detachment and vision loss?

Does the number of cells of 
a specific type change in 
response to detachment?

Does the morphology change in 
response to detachment?

Does the pattern of a specific 
protein expressions change in 

response to detachment?

Cell nucleus loss

currently manually quantifiedA

Overall cell shape and location
Dendritic or axonal branching pattern

Synaptic terminal: 
synaptic structure, synaptic connection

B know specific features to 
measure. qualitatively done.

Subtle shape changes
Protein distribution changes

C vague, unanswered questions

What specific cell type 
changes in response to 

detachment? 

What are the protein distribution 
changes that occur in response 

to detachment?

Figure 2.19: Biological questions about a model system for retinal detachment.

The main problem is refined until the problem is specific for the experimental

design phase. A hypothesis that addresses the experimental question is then for-
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mulated, and the experiment is designed. Thus, to understand the events initiated

by retinal detachment, the ultimate question is if there are cellular changes in the

retina associated with detachment (Highest level question in Figure 2.19). This

question leads us to ask more specific questions. For example, if there are cellular

changes in the retina, what type of cell type changes (a question at the second level

in Figure 2.19). To answer this question, a hypothesis is proposed (e.g. Photore-

ceptors are changed) and in turn, a corresponding experimental question is asked

such as “does the number of photoreceptors change in response to detachment?”.

To explore the answer to this question (whether the number of photoreceptors is

changed), the experiment is designed as shown in Figure 2.11. In this example, the

tissue is stained with a nuclear dye and images are collected by confocal imaging.

The number of photoreceptors within the ONL is then counted.

The experimental questions can be summarized into three categories. The

first group of questions (denoted A in Figure 2.19) are currently answered by

manual quantification. Figure 2.20 shows an image set to answer one example

experimental question type A: “Does the number of photoreceptors change in

response to detachment?”

control 3 day detached 7 days detached 28 days detached

Figure 2.20: Confocal images of the ONL from normal and detached retinas
stained with the nuclear dye, TO-PRO. After detachment, the photoreceptor
layer appears to be much more loosely packed with nuclei than the control
attached tissue.
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Retinal detachment usually causes death of some photoreceptors and a thin-

ning of the ONL. The thickness of the ONL and the number of cells in the ONL

are two main features to answer the above question. Previously it has been shown

that the number of photoreceptors decreases after detachment. The thickness

of the ONL is measured using a microscope and the number of cells within the

ONL are counted manually. In order to obtain statistically valid observations,

many images should be collected from different samples and different animals.

Unfortunately, the number of samples needed for analysis is often limited. Even

if the samples are available, this is very time consuming and hardly feasible. For

example if a 40x magnification oil immersion lens is used, a 2-D sampling region

with dimensions of about 300 µm×10 µm can be used for counting cells assuming

that the image size is 512×512 pixels. For the retina of area 1385 mm2, since the

total retina is a circular disc of approximately 42 mm diameter, each region thus

represents a fraction of 1/2, 000, 000, 000th (a two billionth) of the whole retina.

Usually manual analysis requires counting the tiny fraction of the retina and ex-

trapolating the total number cells in the whole retina. Moreover, the question

that is currently answered by manual analysis is repeated routinely. For example,

Fisher’s group already manually measures the thickness of the ONL and the num-

ber of photoreceptors within the ONL from normal and detached cat retinas. If

an experimental condition is changed such as an interval of detachment (e.g. 56

days detachment) or species (mouse or ground squirrels), the cell number within

the ONL and thickness of the ONL should be measured from vast amounts of

new tissues. An automated quantifying approach can reduce this tedious manual

measurement of such large data sets and also improve quality by reducing inter-
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observer variation. We have developed an automated nucleus detector currently

used for measuring the number of cells from cat and mouse retinas under various

conditions (see Chapter 5).

The second group of the questions (denoted B in Figure 2.19) are currently

answered by qualitative analysis. Figure 2.21 shows a series of retinal images

labeled with an antibody to rod opsin. This experimental image set is generated

to answer the experimental question: “Does the pattern of rod opsin protein

expression change in response to detachment?” The deconstruction of the rods

involves a number of other characteristic responses to detachment. One response is

the ‘redistribution’ of rod opsin molecules in the plasma membrane that surrounds

the inner portions of the rod photoreceptors (in the ONL ). Localization, level

of protein expression, and the pattern of rod opsin protein distribution are the

main features to interpret this image set. The images are usually analyzed in a

qualitative manner and the analysis result is described with images.

control 3 days 7 days 28 days

OS
IS
ONL

OPL

GCL
50 μm

Figure 2.21: Confocal images of retinas immunolabeled with antibody to rod
opsin (red). (a) Normal retina. Anti-rod opsin labeling is restricted to the OS.
(b) 3-day detached retina. Anti-rod opsin labels the truncated OS and rod
cell bodies in the ONL. (c) 7-day detached retina. (d) 28-day detached retina.
Anti-rod opsin labels OS fragments as well as rod cell bodies in the ONL.
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However, qualitative differences between two samples are often characterized

using vague parameters such as “texture”,“fuzziness”,“shape”, or “somewhat flat-

tened appearance” [43]. It can be difficult to quantitatively measure such qual-

itative observations. On the other hand, image analysis methods can provide

quantitative information based on identified specific features for a measurement.

Moreover, quantitative analysis can extract new information that can not be cap-

tured by traditional manual quantitative/qualitative analysis. The questions in

the third group denoted by C in Figure 2.19 are the most complicated questions;

they can be answered as ‘yes’ or ‘no’ yet the answer can not be described quan-

titatively. For example “Does the expression pattern of a specific protein change

in response to detachment?”, if the pattern changes, how the pattern changes is

challenging to describe even qualitatively. In particular, one must identify vague

verbal descriptions of the biological characteristics that need to be translated into

measuring image features. Image analysis and informatics methods cannot solve

all the questions, but can provide more information about such complex problems

so that we can have more insight.

To quantify the addressed biological problems and aid in the understanding

of the events initiated by retinal detachment, the image analysis task can be

summarized as follows:

• Identifying patterns of cellular/subcellular protein distribution

All problems in experimental question type A and B in Figure 2.19 can

be answered by detecting the patterns, and more specifically cells and lay-

ers. This is basically a segmentation problem, which is a mandatory step

for image analysis. We are mainly focused on segmentation of biologically
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meaningful objects (e.g. photoreceptor nuclei and synaptic terminals) and

retinal layers (e.g. ONL).

• Changes in these patterns

Once we have segmented objects/layers, we can extract multiple levels of

features ranging from low-level features (e.g. intensity and texture) to high-

level features (e.g. nuclei density, inter-layer relations, and inter-cell rela-

tions). These features need to be linked to biologically meaningful informa-

tion for characterizing the changes after retinal injury. It will help to answer

the questions of type B and C in Figure 2.19.

An ideal image analysis tool should have the pattern recognition abilities of

a human and the fast and accurate evaluation of the computer to: allow fea-

ture based representation, discover non-obvious pattern/relationships, and sup-

port complex questions (e.g. question type C in Figure 2.19). Ultimately this

can lead to the discovery of interesting and useful patterns from data by model-

ing events associated with retinal detachment. As will be discussed in Chapter

4, we demonstrate that information extracted by an image analysis from a sin-

gle set of images provides not only corroborate conclusions derived from manual

measurement and qualitative analysis, but also offers new insights.

2.4.1 Image analysis challenges

The nature of retinal tissue makes the problems addressed in the previous

section challenging tasks. Note that we are only focusing on retinal images that

are stained with antibodies and collected with CLSM.
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• Segmentation

- Heterogeneity in morphology between objects/regions: image data

in an individual region (e.g. layer) is not statistically homogeneous informa-

tion. This is one of the fundamental problems in segmenting micrographs.

Further difficulties in retinal images include visual variation from staining.

For example, the same layer can show different structures depending on

probed antibodies. (Figure 2.22).

• Object representation and feature selection

- Intrinsic variance between samples: another demanding element is

the intrinsic variance between samples. Any biological system exhibits sig-

nificant variations. For example, Figure 2.18 (b) shows cone photoreceptors.

The shape of the terminal under the same condition displays high variance

without clear landmarks to distinguish the shape of one condition from that

of others. Unfortunately, the sample tissues available for imaging are limited

so it is practically impossible to collect enough images to cancel out noise

and variance between samples under the same conditions. It is crucial to ex-

tract robust features that capture common characteristics from the images

under the same conditions in spite of the variance, yet have the capacity of

discriminating subtle variation among images from different conditions.

- Subtle domain specific differences across the samples from var-

ious conditions: There are subtle but critical changes that may not be

distinguished by eye or may be difficult to describe. Figure 2.23 shows con-

focal images of 3 day and 7 day detached retinas illustrating the changes of

intermediate filament proteins within Müller cells (GFAP and vimentin).
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(a)

(b)

Figure 2.22: Example of representative images of retinal sections with different
combinations of antibodies and from different locations. The same layer shows a
different structure depending on the antibody used. (a) Representative image
of normal retina section with different combinations of antibodies and from
different locations. (b) Histogram equalized images of (a).
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- Subtle domain specific differences across the samples from var-

ious conditions: There are subtle but critical changes that may not be

distinguished by eye or may be difficult to describe. Figure 2.23 shows con-

focal images of 3 day and 7 day detached retinas illustrating the changes of

intermediate filament proteins within Müller cells (GFAP and vimentin).

3d Detached 7d Detached

ONL

OLM

ONL

Endfeet50 μm

Figure 2.23: Confocal images of 3-day and 7-day detached retinas stained with
two antibodies (anti-vimentin ; red, and anti-GFAP; green). After 7 days
of detachment, the intermediate filament cytoskeleton is showing more growth
from the endfeet compared to that after 3 days of detachment. These processes
grow into subretinal space (denoted by a white arrow) and form a scar.

After 7 days of detachment, GFAP and vimentin labeling has increased par-

ticularly in the ONL. Müller cell processes that grow into the subretinal

space (OLM) form a scar (denoted by an arrow in Figure 2.23) which pre-

dominantly labels with an antibody to vimentin. Such changes are difficult

to describe without expertise. Even with expertise, it is more challenging to

identify the difference between two images without knowing the condition

of the tissue. Image analysis or data mining usually requires us to deter-

mine relevant features in an ad hoc manner. The relevant features of the

data set can be determined by the already confirmed hypotheses, however,
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we may not be very sure of the proposed hypothesis. Thus identification

of new features is not always clear because of the complexity of underlying

biological information. Feature selection should be done automatically in-

stead of selecting features ad hoc. The ultimate goal in feature selection is

not classification. Class information in a retinal image dataset, for example,

species (cat, mouse, and squirrel) and experimental information (normal,n-

day detachment, reattachment), are usually provided by metadata stored

in a database with the images. Our goal is to characterize the underlying

biological processes using the selected features. The classification can be

used for prediction and understanding; the value of classifiers that produce

an estimated probability for each class is apparent in their potential for in-

terpretation as an index of structural integrity of a retina after detachment.

The classification tree has a potential to link features from an image to

biologically meaningful information.

• Spatial-temporal modeling

- Observations cannot take place on the same sample over time:

images are collected from retinal sections/wholemounts at intervals of one

day after retinal detachment, 3 days, 7 days, and 28 days. Coupled with

technical variabilities in sample preparations and image acquisition, the un-

derlying image representation becomes heterogeneous.

• Lack of data

Since every data set is generated for answering specific experimental ques-

tions to prove/disprove a proposed hypothesis, it usually consists of a rela-

tively small number of images from various conditions. Each data set may
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require different features depending on the hypothesis. It is a challenge to

combine each result from various experiments to discover interesting pat-

terns over all data. Additionally, single plane images extracted from z-series

are redundant. Thus, maximizing the amount of information attainable

from a single sample is very important.

2.5 Summary

We provided an overview of structure and function of the retina, and discussed

imaging techniques with related signal/image processing challenges. We also pre-

sented how different imaging techniques reveal different information about the

same retinal tissue. Retinal images are very complex and rich in information,

increasing both the difficulty as well as the potential for image analysis and data

mining. Biological problems which have been studied for several decades for un-

derstanding events associated with retinal detachment lead us to two main image

analysis problems: identifying cellular and subcellular patterns, and characteriz-

ing changes in these patterns. There are several challenges associated with the

unique nature of immunofluorescence retinal images. In the following chapters,

we propose image analysis methods to cope with such challenges.
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Chapter 3

Background of Image Analysis &

Pattern Recognition

Most of the work in biomedical image analysis has focused on the segmentation

and visualization of macro biological structures such as tissues, organs and bones

[62, 19, 22, 67]. On the other hand, an approach using micro biological structures

(e.g. cellular or subcellular organism) is still in its infancy. Segmenting a micro-

graph is often more challenging than segmenting medical images, since much less

heuristics can be made about the signal intensities or the shape of the object [62].

This characteristic discriminates microscopic image analysis from most of the clas-

sical medical image analysis that can use prior knowledge of anatomical structure

to improve segmentation and visualization of macro biological structures. Hence

algorithms developed for micrograph analysis have been very task specific.

In this chapter, we provide a brief background of the image analysis and pat-

tern recognition methods we employ to solve the biological problems related to

the retina. To develop fully automated nucleus detection methods for counting
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photoreceptors, we estimate the cell size based on condition theory (Section 3.1).

In order to segment and classify the retinal layers from the retinal images, a sup-

port vector machine (SVM) (Section 3.2) and graph partitioning active contours

(GPAC) (Section 3.3) are employed. Finally, the use of a Bayesian network as

a statistical modeling tool is investigated to build a model for analyzing direct

influence among proteins associated with retinal detachment (Section 3.4).

3.1 Condition Theory for Characteristic Neigh-

borhood Detection

Many computer vision tasks are performed by processing the intensity in-

formation in the neighborhood of an image point. Examples of these tasks in-

clude the detection of reference points and the construction of robust descriptors

[58, 30, 33, 64, 68, 75, 72, 6, 57, 39, 78, 49] which can be used for tracking, estab-

lishing wide-baseline correspondence, identifying images, and the like. In order

to develop algorithms that behave consistently despite changes in the viewing

conditions such as translations, rotations, scalings or perspective distortions, it is

crucial to automatically identify the characteristic structure of the neighborhood

of an image point. In the literature several approaches have been proposed to

identify point neighborhoods or the characteristic scale of an image [56, 6, 29, 47].

In order to identify the characteristic dimensions of the cells, we use a math-

ematical framework based on condition theory that allows us to define the char-

acteristic structure of the neighborhood of a point [86, 39]. In this section, the

framework presented in [39] is reviewed and extended to formulate a criterion to
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detect the characteristic structure of a point neighborhood (see also [39, 85, 40]).

The framework is applied in Chapter 5 to retinal images to estimate the character-

istic dimension of cells within the outer nuclear layer (ONL). Experimental results

are presented in Section 5.2.2. Before continuing let us introduce a few notation

conventions. Throughout the section boldface letters will indicate vectors. The

image pixel dimension is indicated with the letter n. When n = 2, usual 2-D im-

ages are considered, but all the theoretical results still hold in cases where n > 2,

for example in a z-series, a series of optical sections, of confocal laser scanning

microscopy (CLSM), the images with n > 2 are referred as generalized images.

The image intensity dimension is instead indicated by the letter m: m = 1 models

a single channel image (such as gray level image), m = 3 can model an RGB image

and other values of m may be used to model arbitrary multichannel images.

3.1.1 Condition number

What is the sensitivity of an image point neighborhood to noise? The intuitive

answer to this question is to measure how much an image neighborhood looks like

itself after being perturbed by noise. To this purpose, the noise can be simply

represented as an additive random signal that sums to the intensity. However, a

quantitative measurement of the effects produced by the noise is a more complex

task. Consider a neighborhood Ω(x) about the point x and a point y ∈ Ω(x).

The expression for the image intensity I corrupted by noise η at point y is given

by:

Ĩ(y)
def
= I(y) + η (3.1)
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The effect of the noise is modeled by a transformation parameterized by the vector

θ = θ + ∆θ that describes the geometric distortion of the intensity pattern in

Ω(x). More precisely,

Ĩ(y) = I(Tθ+∆θ,x(y)) (3.2)

where

Tθ,x : Ω(x) ⊆ Rn → Rn

y 7→ Tθ,x(y)

and θ represents the identity in the parameter space (i.e. Tθ,x(y) = y). It is clear

that a neighborhood is more sensitive than another if the same amount of noise

produces larger deviations from θ in (3.2).

The sensitivity of a point neighborhood to noise will be measured using the

notion of condition number:

Definition 3.1.1 The condition number associated to the point neighborhood Ω(x)

with respect to the transformation Tθ,x is defined as:

KTθ,x
(Ω(x))

def
= lim

δ→0
sup
‖η‖≤δ

‖∆θ‖
‖η‖

(3.3)

The larger the condition number KTθ,x
is, the larger is the magnitude of the

variation of the parameter vector ∆θ induced by the noise and consequently the

larger is the sensitivity of the neighborhood to the noise (or more pictorially, the

smaller is the condition number the more similar is the intensity in Ω(x) to itself

after being perturbed by noise).

It is now worth noting two things. First, the condition number becomes prac-

tically useful only if a closed form for its expression can be provided. Second,
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if the statistical distribution of the noise is fixed, the derivatives of the image

intensity pattern in Ω(x) play a fundamental role in determining the sensitivity

of Ω(x) (or equivalently in the calculation of the condition number). Along this

line of thought, the following theorem (whose proof can be found in [86]) provides

a computable expression to estimate the condition number, which, as foreseen by

Lindeberg [47], turns out to be intimately connected with the image derivatives

in Ω(x).

Theorem 3.1.2 A first order estimate of the condition number (3.3) is given by

K̂Tθ,x
(Ω(x)) = ‖A† (Ω(x)) ‖ (3.4)

where † denotes the pseudo inverse of the matrix:

A (Ω(x))
def
=


A(y1)

...

A(yN)

 ∈ RmN×p (3.5)

which is formed by the N submatrices:

A(yi)
def
= w(yi − x)

∂I

∂y
(yi)

∂Tθ,x

∂θ
(yi) (3.6)

obtained from a set of N points that sample the neighborhood Ω(x). The scalar

function w(yi − x) denotes the weight associated to the point yi.

3.1.2 Detecting the characteristic structure

Condition number is the fundamental building block to reveal the character-

istic structure of a point neighborhood. Such a principle can be stated as follows:
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The intensity pattern of a generalized image in a neighborhood Ω(x)

reflects the characteristic T -structure of the image about x if the con-

dition number KTθ,x
(Ω(x)) is minimized for local perturbations of the

neighborhood itself.

Note that the notion of characteristic neighborhood is intimately related to the

geometric transformation Tθ,x that is chosen to model the effects of the noise. We

can give a formal definition of the T -characteristic neighborhood as follows:

Definition 3.1.3 The T -characteristic neighborhood of a generalized image I

about a point x is defined as:

Ω(x)
def
= argmin

δΩ
K̂Tθ,x

(Ω(x) + δΩ)

where δΩ represents a local perturbation of the neighborhood.

To translate the previous principle to a computational algorithm we need to

specify how the neighborhood is parameterized and the functional form of the

geometric transformation that models the effect of the noise. These two choices

represent a tradeoff between complexity and accuracy: neighborhoods with many

degrees of freedom and transformations described by many parameters can de-

scribe precisely the effects of the noise but they are difficult to handle and do not

lead to efficient implementations on a computer. For the time being we will focus

our attention on circular neighborhoods that can be simply parameterized as:

Ωr(x) = {y : ‖x− y‖ ≤ r}

where r represents the radius of the neighborhood. The transformation we con-

sider is intended to model the perturbations produced by the noise in the scaling,
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rotation and translation of the intensity pattern of an ordinary image (n = 2):

Tθ,x(y) = x +

 θ3 −θ4

θ4 θ3

 (y − x) +

 θ1

θ2

 (3.7)

This type of transformation is relevant in the context of retinal image processing,

where the intensity patterns formed by the cells composing different layers can be

arbitrarily oriented and scaled. Observe that the transformation is linear in the

parameter vector θ ∈ R4, and that we can write θ3 = s cos φ, θ4 = s sin φ where s

represents the scaling and φ the rotation angle. The condition number is invariant

with respect to geometric distortions of the neighborhood that are described by

the same transformation used to model the effects of the noise. This can be stated

formally in the following lemma (whose proof can be found in [86]):

Lemma 3.1.4 Consider two images (I and I ′), such that I ′(y′) = I(y) and

y′ = sRy + t, where R is a rotation matrix, s represent scaling and t is the

translation. Then:

A′(y′) = A(y)

where A is defined as in (3.6).

As a result of this lemma, the condition number computed for two equivalent

neighborhoods remains constant (provided that the density of the sampling points

is large enough).

3.2 Support Vector Machine (SVM)

Segmenting the layers from the retinal images is a basic step to analyze the

change in the integrity of the layers. The ONL is especially useful for image
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segmentation since the layer has a consistent pattern regardless of antibodies

used due to the structural similarity of cell bodies among rods and cones. Use of

the texture feature is feasible to characterize the spatial pattern within the layers.

In order to learn the distribution of texture features corresponding to layers from

the noisy data, we need an accurate and robust supervised learning method. A

SVM is employed for the ONL classification in Chapter 6 because of its robust

performance, since a SVM minimizes structural risk (i.e. generalization or test

set error) as opposed to empirical risk (i.e. the training set error) minimization

as employed by the artificial neural network (ANN).

A SVM is a relatively new type of learning algorithm originally introduced by

Vapnik [79] and successively extended by a number of other researchers. Due to its

robust performance with respect to sparse and noisy data, it has been increasingly

used in multiple areas from text categorization to microarray expression data

evaluation. When used for classification, a SVM separates a given set of binary

labeled training data with a hyperplane, called the maximal margin hyperplane,

that is most distant from the vectors nearest to the boundary in both of the sets.

These vectors are called support vectors.

Let xi, i = 1, 2, . . . , N be the feature vectors of the training set, X and yi ∈

{−1, +1} be the label of xi. The SVM finds a hyper-plane (w, b) such that the

margin

γ = min
i

yi{< w,xi > − b} (3.8)

is maximized, where <,> denotes the inner product, the vector w has the

same dimensionality of a feature vector, ||w||2 is held constant, and b is a real

number. (< w,xi > − b) is a distance between the point x and the hyperplane.
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When the input vector is correctly classified, (yi < w,xi > − b) gives a positive

value. Given a new data point x to classify, a label is assigned according to its

relationship to the decision boundary, and the corresponding decision boundary

function is

f(x) = sign(< w,x > − b). (3.9)

Intuitively, this makes the classification correct for testing data that is near,

but not identical to the training data. When no linear separation is possible, it

can work in combination with kernel methods, which transforms complex inputs in

low dimensional space to a high dimensional feature space. The hyperplane found

by the SVM in the feature space corresponds to a nonlinear decision boundary in

the input space. Let φ : x ∈ Rl → f ∈ Rk be a mapping from the input feature

space into a k-dimensional space, where the classes can satisfactorily be separated

by a hyperplane. Similar to (3.9), a new data point x is classified by

f(x) = sign(< w, φ(x) > −b). (3.10)

Kij =< φ(xi), φ(xj) > is called the kernel matrix and Kij = K(xi,xj) provides

non-linear boundaries. Typical examples of kernel used in classification applica-

tions are

Polynomials:

K(xi,xj) = (< xi,xj > +1)d, (3.11)

and

Radial Basis Functions:

K(xi,xj) = exp

(
− ||xi − xj||2

σ2

)
. (3.12)

63



Background of Image Analysis & Pattern Recognition Chapter 3

Although, we can not visualize the feature space and what happens inside the

kernel, we sill have the geometric interpretation of the maximal margin hyper-

plane, so the SVM is more transparent than for example ANN.

3.3 Graph Partitioning Active Contours (GPAC)

There is no previous work on segmenting retinal layers from images. Image

data in an individual layer is not statistically homogeneous information. Further

difficulties in retinal images include visual variation from staining. For example,

the same layer can show different structures depending on probed antibodies. To

cope with the heterogeneity of retinal images, it is necessary to combine high-level

information as well as low-level features extracted from images. GPAC is used as

our segmentation method in Chapter 6 because of the versatility of GPAC; the

information about pixels can be easily embedded in the similarity metric and it

provides robust results in spite of topology changes.

In this section, we briefly introduce the mathematical framework of GPAC. In

[76] Sumengen and Manjunath proposed a new approach to variational segmenta-

tion, which combines region-based active contour methods [59, 13] and graph par-

titioning methods [74]. They introduced a new class of variational cost functions

based on the similarity or dissimilarity between pixels for background foreground

segmentation. Using the notation w(p1, p2) to represent the pairwise dissimilarity

between point p1 and point p2 (where pi is a 2-D point in the image domain), we

can write this variational cost function as:
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E(C) = −
∫∫

p1∈Ro(C)

∫∫
p2∈Ri(C)

w(p1, p2)dp1dp2 (3.13)

where Ri(C) and Ro(C) are respectively the regions inside and outside the curve

C. The minimization of E(C) with respect to the curve C leads to a partitioning

of the image, which maximizes the dissimilarity between regions Ri(C) and Ro(C).

Steepest descent with respect to the curve C yields to the following curve evolution

equation:

∂C

∂t
=

( ∫∫
p∈Ro(C(t))

w(c, p)dp−
∫∫

p∈Ri(C(t))

w(c, p)dp
)−→
N (3.14)

where c is a point on the curve C. Thus, every pixel on the curve C is com-

pared with the interior and the exterior of the curve in terms of their similarities.

The curve is then expanded or shrunk accordingly in the normal direction. At

steady state the region inside of C and the region outside of it are the segmented

background and foreground of the image.

GPAC combines region-based active contour methods and graph partitioning

methods, exploiting the advantages of both approaches. The flexibility of graph

partitioning methods, in which any information about pixels (i.e. intensity, color,

texture, or neighborhoods statistics) can be easily embedded in the similarity

metric, is therefore combined with the robustness of active contours and level set

methods.

3.3.1 Background/Foreground Segmentation

The main idea of using the curve evolution framework is to solve the minimum

cut problem. The minimum cuts criterion states that the best partition of a

65



Background of Image Analysis & Pattern Recognition Chapter 3

weighted graph is the one which minimizes the following cost function:

cut(A, B) =

∫∫
p1∈A

∫∫
p2∈B

w(p1, p2)dp1dp2. (3.15)

The variational cost functions shown in (3.13) can be rewritten based on dis-

similarity within two regions (backround/foreground) [8].

E =

∫∫
p1∈A

∫∫
p2∈A

w(p1, p2)dp1dp2 + (3.16)∫∫
p1∈B

∫∫
p2∈B

w(p1, p2)dp1dp2,

where w(p1, p2) is a dissimilarity metric (e.g distance in a particular feature space),

p1 = (x1, y1) and p2 = (x2, y2) are 2-D points in the image and A, B form a

partition such that A∪B = Ω, where Ω represents the whole image domain. The

goal is to minimize this cost function, which we name total dissimilarity within

regions, in order to partition the image into foreground and background.

Defining the region using implicit surfaces and using the gradient descent

method for the minimization, we use this equation to evolve the level set functions:

∂φ(p2)

∂t
= δ(φ(p2))

[ ∫∫
Ω

w(p1, p2)

(
1−H(φ(p1))

)
dp1

−
∫∫

Ω

w(p1, p2)H(φ(p1))dp1

]
. (3.17)

This is equivalent to the curve evolution equation obtained in (3.14) with a more

involved mathematical derivation. That is, every point c on the curve C (because

of the presence of δ(φ(p2))) is compared to the points inside and outside the curve.

If c is more similar (less dissimilar) to the interior, the curve expands including c

in its internal region, otherwise it shrinks. See [8] for more details and proofs.

For the retinal images, the foreground can be any layer (e.g. the ONL) that we

aim to separate from the rest of layers. We calculate three dissimilarities between
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pixels, color, texture, and nuclei density. For example, the dissimilarities using

color feature are evaluated as follows:

wcol(p1, p2) =

√√√√ 3∑
i=1

(
ci(p1)− ci(p2)

)2

(3.18)

where ci represent each one of the color channels. By embedding high-level infor-

mation, the nuclei density calculated using candidate nuclei positions (proposed

in Chapter 4), into the dissimilarity metric, the ONL can be segmented precisely

in spite of the heterogeneity of retinal images.The segmentation result is immedi-

ately useful for automating further analysis such as counting photoreceptor nuclei

within the ONL and characterizing the structural distortions of the layers de-

scribed in Section 5.3.

3.4 Bayesian Networks

Many applications in computational biology have taken advantage of Bayesian

networks, or, more generally, probabilistic graphical models. These include protein

modeling, gene expression analysis [31], and pathway modeling [70], and biological

data integration. These models can predict dependencies between differentially

expressed genes or proteins, providing further insights of the interactions among

molecules or cells.

Our primary goal is to model the retinal detachment process to understand the

protein-protein interactions within the retinal cells as well as interactions between

cells. The Bayesian network framework is ideally suited to study this problem.

The Bayesian network is used in Chapter 7 to model the retinal detachment

process. In this section, we review the basic concept of Bayesian network and
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how they are used for inference.

3.4.1 Bayesian network basis

A Bayesian network is a compact graphical representation of the joint prob-

ability distribution over a set of random variables [34, 42]. The variables can

represent the expression level of a gene, or a protein. Typically, continuous values

are discretized into two or more categories(e.g. on/off or high/medium/low) by

thresolding the values. A Bayesian network has two components:

• a directed acyclic graph G = (V, E) with a node set V corresponding

random variables x1, . . . , xn and edge set E of the nodes. An edge represents

the statistical dependence between the variables and a node is conditionally

independent of all other nodes given its parents in the network.

• a parameter set θ for conditional probability distributions of each node in

the graph G. These probability distributions are local, and are of the form

p(xi|pa(xi)) , where pa(xi) is a parents nodes of xi.

The two components (G, θ) specify a unique distribution of the random variables

x1, . . . , xn. The joint probability distribution is compactly expressed as

p(x1, . . . , xn) =
n∏

i=1

p(xi|pa(xi)). (3.19)

The ability to express the joint probability by exploiting conditional independen-

cies provide a concise representation in terms of a product of simple component

distributions, thus reducing the number of parameters to be estimated.
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3.4.2 Learning a Bayesian network

The structure and parameters of a Bayesian network can be statistically in-

ferred from an adequate amount of observed values of variables, x1, . . . , xn. Let

data set D = {(x1(1), . . . , xn(1)), . . . , (x1(M), . . . , xn(M))} be M measurements

of n variables. For example, these measurement can be a set of n protein expres-

sion levels measured within the ONL (Section 7.2.1). The problem of learning a

Bayesian network from data has been studied extensively [34, 42, 60]. Learning

a network model on a set of variables x1, . . . , xn requires inferring the graph of

dependencies between them, as well as parameters θ consisting of local conditional

probabilities, p(xi|pa(xi)).

If the graph structure G is known, the parameters θ can be estimated from the

data D by maximum likelihood estimation or Bayesian estimation. The likelihood

of the data D given parameters θ for a known structure G is

L(θ; D) = P (D|θ) =
M∏
i=1

P (x1(i), . . . , xn(i)|θ). (3.20)

For maximum likelihood estimation, parameters θ∗ML is estimated as

θ∗ML = arg max
θ

L(θ; D). (3.21)

When the number of measurements M is small, maximum likelihood estima-

tion tends to overfit the model parameters to the data. Bayesian methods reduce

overfitting by using available knowledge about the parameters in the form of a

prior distribution P (θ). By Bayes rule,

P (θ|D) =
P (D|θ)P (θ)

P (D)
(3.22)
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and the estimated parameter θ∗MAP is

θ∗MAP = arg max
θ

P (D|θ)P (θ). (3.23)

Learning structure G from data is a very challenging problem [34, 42]. The

most common approach to discover the structure of a Bayesian network from the

data is to define a space of graph models to consider, and set up a scoring function

that evaluates how well a model predicts the data. The scoring function is the

logarithm of the posterior probability of the network structure given data

Score(G; D) = log P (G|D) = log P (D|G) + log P (D), (3.24)

where P (D|G) =
∫

θ
P (D|G, θ)P (θ|G)dθ. An alternative scoring function is an

asymptotic approximation to the full posterior probability called Bayesian infor-

mation criterion (BIC), which is defined as follows:

log P (G|D) ≈ log P (D|G, θ̂)− log N

2
|G|, (3.25)

where D is the data, N is the number of samples, |G| is the dimension of the

model, and θ̂ is the maximum likelihood estimate of the parameters.

To model the retinal detachment process, a Bayesian network is constructed

with quantitative features derived from retinal images under different experimen-

tal conditions. The resulting causal network structure models interesting associ-

ations between protein expressions (e.g. rod opsin and glial fibrillary acid protein

(GFAP)) in a quantitative manner that is reproducible (Chapter 7).
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3.5 Summary

We introduced a number of methods that we use to attack biological prob-

lems. In the following chapters, we present how these methods are applied for

segmentation, classification, and statistical modeling. We use a mathematical

framework based on condition theory to estimate the size of photoreceptor nuclei

which leads to an automated nucleus detection (Chapter 5). In order to segment

the ONL from the retinal images, SVM and GPAC are used (Chapter 6). Finally,

a Bayesian network is used as a statistical modeling method to discover underlying

interaction between proteins in response to retinal detachment (Chapter 7).
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Chapter 4

Detecting Cell Nuclei

“The cell is the center of the universe.”

Jeffrey Price

Cell addition and loss are important biological events in development and

pathology. As a result, counts of cells and nuclei from histological sections provide

quantitative information central to studying changes in cells, tissues, and organs.

While progress in understanding changes in such parameters as cell structure

or protein expression has been rapid during the past few decades, methods for

determining cell number have remained limited.

In this chapter, we propose a method for detecting nuclei, and therefore cell

bodies, from a 2-D digital micrograph. The proposed approach provides an ac-

curate, simple, and reliable method to count cells, nuclei, or other objects in

sectioned materials. The proposed nucleus detector has a number of advantages

over manual analysis and other currently available or proposed automatic/semi-

automatic methods including objectivity, simplicity, and applicability.
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4.1 Introduction

4.1.1 Motivation

Cell addition and loss are important biological events in development and

pathology. As a result, counts of cells and nuclei from histological sections pro-

vide quantitative information central to studying changes in cells, tissues, and

organs. For example, the neuron number is a fundamental determinant of brain

function [83] and the number of photoreceptors is a common measurement of

visual function of retina [66, 55, 43, 71, 27]. While progress in understanding

changes in such parameters as cell structure or protein expression has been rapid

during the past few decades, methods for determining cell number have remained

limited. Determining the numerical density of cells in sectioned materials is dif-

ficult. Indeed, even the most rigorous studies rarely claim precision greater than

±10% [83]. Consequently, only marked changes or effects can be analyzed with

confidence. For example, the measurements have been done on only a few sparse

locations throughout the retina [77, 4]. The total cell number of a whole retina

is often extrapolated based on the measured data from a few locations. Such

an extrapolation method can easily mislead us to a biased conclusion depending

on the sampling location (See section 5.3.2). It has been determined that the

larger the tissue and steeper the gradients in cell density, the greater the margin

of error. Several solutions to this problem have been proposed, but they require

significant resources in order to complete a morphometric analysis. For example,

as we mentioned in Section 2.4 in Chapter 2, the outer nuclear layer (ONL) in

each image taken by a confocal microscope with a 40x magnification oil immersion
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lens, represents 1/2, 000, 000, 000th (a two billionth) of the whole retina. More-

over, most of these methods still require manual counting, which is tedious and

time consuming, regardless of whether a 2-D or a 3-D methodology is employed.

Problems that demand greater accuracy and reliability cannot be resolved with

current manual methods.

4.1.2 Related work

Image analysis methods have been developed for nucleus detection or segmen-

tation. In the past, algorithms developed for automatic micrograph analysis have

been very task specific and are not easily extendable to analysis of different types

of images such as those generated by immunofluorescence. The watershed trans-

form has been widely used in segmenting nuclei from images [50, 46]. The intuitive

description of a watershed transform is quite simple: if we consider the image as

a topographic relief, where the height of each point is directly related to its gray

level, and consider rain gradually falling on the terrain, then the watersheds are

the lines that separate the lakes (actually called catchment basins). Generally, the

watershed transform is computed on the gradient of the original image, so that the

catchment basin boundaries are located at high gradient points. While the water-

shed transform separates the boundary between clustered cells, it often results in

over-segmentation, especially when the image is noisy and the intensity within a

cell is varied. Other common methods are based on morphological operators and

gray level thresholding [63, 18]. These methods work well for segmenting cells in

images with sparse density, however, these methods do not work for segmenting

clustered cells. Additionally, there are some commercial softwares that provide
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object-counting and feature detection [1, 2]. However, these tools often fail to

provide reliable results and require intensive user interaction in order to obtain

user-given initialization or parameter settings for accurate results. Furthermore,

these tools are not designed to analyze immunofluorescent images, which present

unique challenges, especially in tissues like the retina:

• cells are densely packed (600 cells in 512 × 100 pixels),

• uneven staining and local variation in the surface of a tissue can cause

intensity variations within cell layers (Figure 4.1 (a)),

• non-uniform DNA distribution inside the nucleus can cause intensity varia-

tions within individual cells (Figure 4.1 (b)).

(a) (b)

Figure 4.1: Challenges in detecting nuclei from retinal images. (a) An example
image of a 7-day detached cat retina stained with the nuclear dye, TO-PRO.
Intensity variations caused by uneven staining and local variation in surface
due to retinal folding. (b) 3-D surface plot of a rectangular region in (a).
Each nucleus is represented by multiple peaks caused by variation of DNA
distribution within a cell.
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There is a need for robust methods for automatically counting nuclei with

consistently high accuracy and reliability in large sets of digital micrographs. We

present here a methodology for detecting nuclei, and therefore cell bodies, from

2-D digital micrographs. The method is motivated by automatically detecting

photoreceptor nuclei within the ONL for characterizing the cell death in response

to retinal detachment. The counting of photoreceptor nuclei is automated, reduc-

ing tedious, time consuming, and routine manual counting. The performance of

this nucleus detector/counter is evaluated by comparing the results with manual

counts. The nucleus detector correctly counts nuclei within the ONL with an aver-

age error of 3.67% (ranging from 0 to 6.07%), and nuclei within the inner nuclear

layer (INL) with an average error of 8.55% (ranging from 0 to 13.76%). Both

manual counting and nucleus detector result in the same conclusion; the number

of cells within the INL does not change in response to 3-day retinal detachment.

This is the first time that cell death in the INL have been counted, verifying an

earlier qualitative prediction of cell survival in the inner retina in response to reti-

nal detachment [27]. The proposed method is actively used in Steve Fisher’s lab

for providing quantitative information to prove/reject various hypotheses of the

response of the retina to detachment and reattachment [37, 26, 28].

This chapter is organized as follows. We first introduce a nucleus detector

(Section 4.2). In order to have a scientific basis for selecting optimal parameters

of the method, we mainly focus on retinal images, in particular the ONL, since

it has been previously shown that the number of photoreceptors decrease after

detachment [4, 43]. Specifically, we detect fluorescent labeled photoreceptor nuclei

from confocal images of control and degenerating feline retina as a result of retinal
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detachment (Section 4.2.3). To show that the proposed method can be applied

to many types cells and imaging without significant effort of parameter tuning,

we also tested it with images of various types of cells acquired using transmitted

light and epi-fluorescent microscopy (Section 4.3).

4.2 Nucleus Detection

The basis of the study is a set of immunofluorescent retinal images which have

been collected by confocal imaging for understanding the mechanisms underlying

the loss and recovery of vision following retinal detachment and reattachment.

The stacks of serial optical sections, often termed a z-series, are collected from

a 100 µm thick retinal tissue section and only a single optical focal plane image

from each z-series is used to count nuclei within the specific focal plane (See Figure

2.14). Counting the superimposed nuclei in multiple depth planes can be avoided

by using a single plane image instead of a multiple focal plane superimposed image

(composite or projection view).

Photoreceptor cells have received the greatest attention in these studies since

photoreceptor outer segment degeneration and cell death are considered a major

effect of detachment. Previously it has been shown that the number of pho-

toreceptors decrease after detachment [4, 43] (Figure 4.2). Such degeneration of

photoreceptors has been measured in various ways in different studies [45, 43, 55]:

1) the number of rows of nuclei in the ONL, 2) the area of the ONL, 3) the thick-

ness of the ONL, and 4) the number of nuclei in the ONL. The values of these

measurements are usually represented as change over time which is then used as

an index of photoreceptor degeneration. It has been verified that the ONL appears
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Figure 4.2: Confocal images of normal and detached retinas stained with the
nuclear dye, TO-PRO. For visualization purposes, the images are converted
into gray scale images. After a 3 day detachment the ONL appears to be
thinner than the control attached tissue.

to be much more loosely packed with nuclei compared to normal as a result of loss

of cells following detachment [43, 27]. ONL thickness or area may not always give

an accurate measure of cell loss, since thickness or area are varied depending on

the location of tissue or the distortion of tissue (e.g. retinal folding). We therefore

use the number of nuclei in the ONL to compare with results obtained using the

newly developed automated nucleus detector.

4.2.1 Nucleus as a blob

Filtering is a very general technique of transforming image gray levels in some

way so as to enhance certain features [32, 69]. Template matching is a simple

filtering method for detecting a particular feature in an image. If the appearance

of a particular feature in the image is known accurately, one can try to detect it

using template matching. The template used in this matching is a subimage that
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looks just like the image of the object. A similarity measure is computed which

reflects how well the image data match the template for each possible location.

Figure 4.2 shows a confocal image of a normal feline retina illustrating the

nuclear layers of the retina. In the image, nuclei can be approximated as sim-

ple, nearly circular shaped blobs. Therefore, our study focuses on developing an

efficient detection solution for the nuclei, a class of blob-like structures, by mod-

eling them as roughly convex local intensity distributions whose iso-level contour

is approximately circular with some irregularities. First, a blob model is needed

to generate the template for the nucleus. A single plane image will always show

a slice of the individual nuclei. The boundary of each nucleus shows up as strong

intensity discontinuities in an image (Figure 4.3 (a) and (b)).

(a) (b) (c)

Figure 4.3: Cells in the ONL. (a) Example image of the ONL within a feline
retina stained by TO-PRO. TO-PRO stains double stranded nucleic acid in
nuclei, which appears much brighter in certain parts of the cell. Such intensity
variation is associated with the DNA distribution within these cells. (b) 3-D
surface plot of (a): the height of each point on the 3-D surface corresponds to
the intensity of each pixel in the image. Each nucleus is represented by multiple
peaks caused by variations in the DNA distribution within a cell, however, it
can be modeled as a uni-modal intensity distribution shown in (c). The model
is used as a template to detect nuclei in an image.

79



Detecting Cell Nuclei Chapter 4

While the intensity of a nucleus often has a uniform distribution, the intensity

distribution of some nuclei has multiple peaks (Figure 4.3 (a) and (b)). These

multiple peaks within a nucleus are caused by non-uniform DNA distribution

inside a nucleus. Since nuclear staining such as TO-PRO stains double stranded

nucleic acid in nuclei, the staining appears much brighter in certain parts of the

cell. However, the intensity distribution can have a single peak inside each nucleus

after the appropriate amount of Gaussian blurring. After Gaussian blurring, the

profile of a nucleus becomes a ridge with smooth changes in gray level. Therefore,

a blob can be modeled as a 3-D surface generated by rotating a ridge profile

around its central axis (Figure 4.3 (c)). If the nuclei is modeled as this blob with

some additive Gaussian noise, an optimum linear blob detector can be designed by

rotating the second derivative of a Gaussian around its central axis. In the image

processing literature, this filter is well approximated by the Laplacian of Gaussian

(LoG) [12]. The general idea of the LoG is to detect edges and lines in images by

determining the peak point of the ridge as accurately as possible given the ridge

profile is corrupted by certain amount of Gaussian noise. LoG has been utilized

in the image processing community for detecting edges [69, 32]. In this work, the

inverted Laplacian of Gaussian (LoG) is utilized as the blob detector. The nuclei

are modeled as circular objects although some of these objects resemble ellipsoids.

The objective in using a circular model, a very general shape model, is to achieve

a rotation invariance in the detection. Otherwise it is possible to overfit the blob

model to the training images.
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4.2.2 Nucleus detector design

The blob centers are detected with the following two steps:

1. Blob detector design The LoG filter is designed such that the diameter

of the filter is proportional to the average diameter of nuclei in the image.

For example, the average size of photoreceptor nuclei in the feline retina is

4-6 µm so the diameter of the filter can be set as 5 µm. The filter size in

µm can be easily converted to pixel size using the metadata embedded in

a given image. The given retinal image is then filtered by the LoG. This

operation results in a smooth continuous image of which the local maxima

correspond to blob centers.

2. Search for local maxima Local maxima are searched from the filtered

output. The minimum distance between blob centers is used as the search

radius for the local maxima, and this parameter is defined to be proportional

to the filter size.

In summary, the nucleus detector requires two inputs: 1) the cell size in µm or

equivalent in pixels, and 2) the minimum distance between cells. The nucleus size

to detect in biological tissues is usually well known. A schematic diagram for a

nucleus detector is shown in Figure 4.4.

4.2.3 Evaluation of the nucleus detector

The goal of the nucleus detector is to generate counts of nuclei within the

tissue layer of interest that are close to that obtained by manual counting. The

manual count value, which is known as ground truth, is compared with the results
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retinal image filter output

inverse LoG

Optimal linear 
blob detector

detection result

Search for 
local maxima

fs = round[ cs
pixel resolution of a given image ]

filter size
layer information

Figure 4.4: Schematic diagram of a nucleus detector: the blob centers are
detected by filtering with the blob detector followed by searching for local
maxima. Higher magnification of the rectangular region is shown to the left of
the result image.
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of the automatic nucleus detector using various combinations of parameters. To

estimate optimal parameters of the nucleus detector, its performance is evaluated

using error criterion as

E ,
1

N
× |ND −GT |

GT
, (4.1)

where N is the number of images in the training set, ND and GT is the number

of nuclei detected by the nucleus detector and by manual counting, respectively.

The ground truth for 41 retinal images are obtained. These 41 images of

normal and 3-day detached feline retinas (21 control images and 20 3-day detached

retinal images) are generated with an Olympus FluoView laser scanning confocal

microscope from tissue sections stained with TO-PRO. A single optical section

image 0.5 µm thick from each z-series is used for counting to avoid counting

superimposed nuclei in multiple planes. For each image, a mask to define the

boundary of the ONL and the INL is created manually (Figure 4.5).

(a) (b)

Figure 4.5: Example image of a layer map, a schematic representation of the
retinal layers, created from a retinal image. (a) Confocal image of a normal
cat retina stained by TO-PRO. (b) Layer map of (a). Boundaries of layers are
outlined manually.
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The same data set is used for manual counting to create ground truth. Each

image is manually counted three times independently to measure intra-observer

variation. Due to the small data set, the leave-one-out cross-validation method

is employed to evaluate the detector’s performance. That is, the nucleus detector

is trained 41 times, each time leaving out one image from the training data set,

and using only the omitted image to compute the error. The resulting estimates

of generalized error are used for choosing the optimal parameters for the nucleus

detector.

The performance of the proposed nucleus detector depends on two factors.

First, a filter size and standard deviation σ determined by how well the the filter

approximates the shape of a nucleus. Second, the minimum distance between

blob center is dependent on how well the local maxima are determined. Since we

search the filter output for local maxima, σ does not affect the performance of

the nucleus detector. Thus, we vary two parameters: cell size (cs) in µm and the

proportion (p) of the minimum distance between blob centers and filter size (fs),

where fs is defined as round[ cs
pixel resolution of a given image

] (round[x] is the integer

closest to x). The parameter cs is varied by five different values from 4 to 8. The

range of the values is determined by the cell size within the ONL. The parameter

p varies from 0.1 to 1 in steps of 0.1. Thus, we have a total 5× 10 combinations,

and 41 runs are conducted for each combination. We find the nucleus detector

achieved a maximum performance (i.e. a minimum error) at cs = 5 µm, p = 0.5.

In practice, additional training is not needed and users simply can apply the above

parameters to the retinal images given that image resolution is known. The filter

size can be computed automatically using image resolution information extracted
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from the image. For example, when the image resolution is 0.324 µm per pixel, the

filter size is computed as round[ 5 µm
0.324 µm/pixel

], that is, 15 pixels. In other words,

the filter size is automatically tuned to the cell size given a retinal image with the

image resolution. Then we apply the optimized nucleus detector to the data set.

The nucleus detector approximates the number determined by manual count-

ing. The average absolute error of the nucleus detector is 3.67% ranging from 0

to 6.07% for the ONL. Considering intra-observer variation is 1.8%, the results

from our nucleus detector is promising. The nucleus detector does not systemati-

cally overestimate or underestimate the number of nuclei compared to the manual

counts. The summary of test result is shown in Figure 4.6. The first 23 images are

collected as high pixel resolution, 0.324 µm per pixel and the rest of images are

collected as 0.621 µm per pixel. The nucleus detector provide consistent results

regardless of the pixel resolution of the image.
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Figure 4.6: A summary of test results of 41 images. Blue dots denote manual
counting and the error bar of each blue dot indicates intra-observer variation.
Pink dots represent the result of the automated nucleus detector. The first 23
images from the left are collected as a high resolution, 0.324 µm per pixel and
the rest of images are collected as 0.621 µm per pixel. The nucleus detector
provides consistent results regardless of the pixel resolution of the image.
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Even though we do not have ground truth of (x,y) coordinates of detected

nuclei, the locations of detected nuclei overlayed on the image seem visually ac-

ceptable (Figure 4.7 (a) and (b)). Note that the contrast of the image shown in

Figure 4.7 (b) is not high enough to assure visibility so that variation among the

three manual counting results of a given image become relatively high at 3.37%.

(a) (b)

Figure 4.7: Application of the nucleus detector to retinal images. (a) Confocal
image of a normal cat retina stained by TO-PRO. Detected cell centers are
marked with yellow points. 688 cells are detected with 0.5% error compared
with manual counts (690 cells). (b) Applying the nucleus detector to diagonally
oriented confocal image of a 3-day detached cat retina stained by TO-PRO. The
image was acquired with poor contrast. Detected cell centers are marked with
yellow points. 606 cells are detected with 3.5% error compared with manual
counts (628 cells).

We also apply the nucleus detector to the INL of the same 41 retinal images.

The number of cells within the INL from each image is manually counted three

times. The average variation for the INL is higher than that of the ONL as 3.1%

ranging from 0.78 to 8.41%. Since the INL consists of three different types of cells
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that are packed closely together, the boundaries of optically sliced cell bodies

within the INL are poorly defined. Those ill defined boundaries result in large

variation in manual counting. The average absolute error of the nucleus detector

is relatively high (8.52%) ranging from 0 to 13.76% for the INL. Large variation

in manual counting for the INL results in a large error for the nucleus detector.

4.3 Experimental Results

In general, a good nucleus detector should satisfy the following three criteria:

1) accurate so that it can approximate manual counting; 2) simple and compu-

tationally efficient, providing reliable results; and 3) applicable to a wide variety

of image types with minimal user interaction including parameter settings or pre-

processing of the given image. To show that our nucleus detector satisfies these

three criteria, we apply it to various sets of retinal images (e.g. confocal images

of cat retina and transmitted light microscope images of mouse retina) as well as

other images commonly generated (e.g., fluorescent cell images).

4.3.1 Applying cell counting to retinal detachment

Automated nuclear counts are used to verify the finding that the number of

photoreceptors decrease in response to a retinal detachment. In the feline model,

retinal detachment leads to the death of some photoreceptor cells [43, 16, 23].

Figure 4.8 shows the average number of photoreceptor nuclei per mm2 of retina

in control eyes and those with 3-day detached retinas using the manual counting

method. The control retina have, on average, 37503 nuclei/mm2. After 3 days of
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detachment, this number is reduced to an average of 33590 nuclei/mm2 (Student’s

t-test1 p≤0.0001). The average number of photoreceptor nuclei is not exactly

the same as the manual count, however, the number is not statistically different

from the manual count (p=0.01 < 0.05). The nucleus detector captures relative

differences in cell density between normal and 3-day detached cases and reaches

the same conclusion as manual counting (Figure 4.8). In addition, the variances of

manual counts are larger than those of the nuclei detection results indicating that

nucleus detector performs better than manual counting by providing statistically

similar result to manual counting yet smaller variation of the result.
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Figure 4.8: A comparison of manual and nucleus detector counts of the av-
erage number of photoreceptor nuclei per mm2 of retina in normal and 3-day
detached retina. Manual counts. The control retina had, on average, 37503
nuclei/mm2. After 3 days of detachment, the cell count is reduced to an av-
erage 33590 nuclei/mm2 (p≤0.0001). Nucleus detector counts. The control
retina had, on average, 36164 nuclei/mm2. After 3 days of detachment, the
cell count is reduced to an average 33417 nuclei/mm2 (p≤0.0000007). Both
manual counting and the nucleus detector result in the same conclusion; the
number of photoreceptor is reduced in response to 3-day retinal detachment.

1Student’s t-test is a statistical hypothesis test for two groups in which the test statistic has a
Student’s t distribution if the null hypothesis is true [82]. The t-test assesses whether the means
of two groups are statistically different from each other. The returned p value stands for the
proportion of the area under the curve between t and ∞, if one wants to measure the confidence
C, C = 1− 2p. When p is less than 0.05, two groups are considered significantly different.
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For the INL, manual counts in 3-day detached retinas would not be consid-

ered statistically different from those in normal retinas (p=0.05309>0.05) (Figure

4.9). Thus, both manual counting and the nucleus detector result in the same

conclusion; the number of cells within the INL does not change in response to

3-day retinal detachment. This is the first time that the number of cells in the

INL have been counted verifying an earlier qualitative prediction of cell survival

in the inner retina in response to retinal detachment [27].
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Figure 4.9: The average number of nuclei within the INL per mm2 of retina
in normal and 3-day detached retina. Manual counts. The control retina
had, on average, 18659 nuclei/mm2. After 3 days of detachment, the cell
count is reduced to an average 17516 nuclei/mm2 (p=0.05309>0.05). Nucleus
detector counts. The control retina had, on average, 17501 nuclei/mm2. After
3 days of detachment, the cell count is reduced to an average 17435 nuclei/mm2

(p=0.9755>0.05). Both manual counting and the nucleus detector reach the
the same conclusion; the number of cells within the INL does not change in
response to 3-day retinal detachment.

4.3.2 Application to large field of view images

We apply the nucleus detector to a mosaic consisting of eight overlapping

images of 3 day detached cat retina (Figure 4.10).
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(a)

(b)

Figure 4.10: Application to large images. (a) A 2.8 mega pixel montage auto-
matically assembled using eight confocal images of 3-day detached cat retinas
stained with TO-PRO. Detected cell centers are marked with red dots. A por-
tion of image (a) boxed is displayed at higher magnification and subsequently
the boxed area in (b) is shown at higher magnification.
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These images are acquired with 5 to 20% overlap in order to align multiple

images automatically. The registration technique used is based on the automatic

detection of feature points; the estimation of the transformation is obtained using

robust estimators on the putative matches obtained matching the intensities of the

point neighborhoods [41]. This technique has been widely used to register remote

sensed images. To ensure high quality results containing the maximum amount

of original unchanged data blended without blur and abrupt intensity differences,

a modern blending technique is used [24]. By using a mosaic, the photoreceptor

nuclei can be counted over a large area of the cat retina without sampling within a

tissue. There is a large amount of work to estimate cell numbers from the average

cell density of the region in which counting boxes are distributed [3, 35, 83].

From this work, it has been determined that the larger the tissue and steeper the

gradients in cell density, the greater the margin of error. The proposed nucleus

detector overcomes these potential errors because no assumptions are made about

size, shape or regional difference in cell density. Therefore, it provides not only

reliable results with greater confidence but also greater insight into relationships

between cellular responses and the location of the sample in the retina.

4.3.3 Applicability to varying sample preparation

Application to laser scanning confocal images stained with antibodies

We apply our method to confocal images stained with various antibodies that

did not recognize nuclear antigens. Thus, in the images used, the antibodies do

not identify the nuclei above background levels. Since confocal retinal images

are generated by using fluorescence, only specific regions where fluorescent dye
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molecules bind are visualized. Therefore, the brightness range within the image

is very small. If the antibody does not bind to the ONL, then the ONL usually

appears as a dark region where the intensity value of a pixel is close to zero (Figure

4.11 (a)). The histogram shown next to the image is a plot of number of pixels at

each of the 256 possible brightness levels. The narrow peak indicates that only a

few of the levels are represented. Since the brightness range within the image is

very small, there is not enough contrast to visualize structures within the ONL.

Therefore, the visibility of the ONL structures should be improved by stretching

contrast so that the value of pixels are reassigned to cover the entire available

range, thus making the nuclei visible. We apply a histogram equalization method

[69] to the image so that individual nuclei within the ONL can be discriminated

(Figure 4.11 (b)). This histogram plotted with the image in Figure 4.11 (b) now

shows counts of pixels for gray levels that are spread out across the available

brightness scale.

The results show that the proposed method estimates the location of a cell

body even though the antibody used does not recognize and bind to nuclear

portions of the cell (Figure 4.11). In this context, cell counting does not need to

be limited to results obtained with nuclear specific stains such as TO-PRO and

DAPI. Furthermore, our nucleus detector performs better than manual counting

especially where the contrast of the region is low. The contrast of images is

computed by using Michelson’s contrast measure2[54].

2Michelson’s contrast measure is used to measure the contrast of a periodic pattern and
defined as follows:

C =
f − b

f + b
, (4.2)

where f and b is the maximum luminance and the minimum luminance values, respectively, in
the image. C varies from 0 to 1.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.11: Application to images stained with various antibodies that are
not specific to nuclei. (a) Example of a single labeled image of synaptic ter-
minals (anti-synaptophysin). The staining did not provide any contrast to
nuclei. (b) Histogram equalized image shows a full range of black to white
values. (c) and (d) Histogram equalized images of the retina labeled with
anti-vimentin; (e) and (f) Histogram equalized images of the retina single la-
beled with anti-neurofilament. A comparison of images manually counted and
counted with the nucleus detector are shown. (c) and (e) Manually counted
images. The nuclei were counted on the printed paper by placing dots over the
nuclei. The paper was scanned to create a digital image. (d) and (f) Nucleus
detector. White dots on the image represent detected nuclei. Manual count-
ing produces the result with large variations for the image with low contrast
(C=0.5) (see footnote 2).
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We define f as the mean gray-level value of nuclei in the image, and b as

the mean gray-level value of a surrounding region. This definition of contrast

is independent of the actual range of gray levels in the image, so is well suited

for measuring contrast in histogram equalized image. Figure 4.11 (c) shows an

example of a high contrast image (C=0.86). Both manual counting and nucleus

detector produce a good result (Figure 4.11 (c) and (d)). When the contrast of the

image is low (Figure 4.11 (e) (C=0.5)), the manual counting result shows a large

variation in cell counts (23% of variation in three independent counting). Since

our approach estimates local maxima of the filter output, the nucleus detector

still can identify individual nuclei even when the contrast of the region is low or

the intensity within the region varies dramatically.

Application to bright-field images of retina

We also apply the nucleus detector to images generated by transmitted light

microscopy of normal mouse retina (Figure 4.12). The filter size is set to 30 pixels

and the minimum distance between blob centers is set to 15 pixels (filter size×0.5),

which is the same optimal parameter calculated from feline retina. There are two

types of nuclei in the image: bright and dark nuclei. Since bright nuclei (denoted

by white arrows in Figure 4.12) have a poor contrast (C=0.5), they are often

missed by manual counting. The result shows that the proposed method can

detect most of bright nuclei well without fine tuning of parameters.
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Figure 4.12: Light micrograph of a normal mouse retina. The tissue was em-
bedded in resin and stained with Toluidine blue . The contrast between nuclei
and the rest of tissue is low compared to specific nuclear dyes. In particular,
bright nuclei denoted as white arrows display the poor contrast (C=0.5), they
are often missed by manual counting. The proposed method can detect most
of bright nuclei. Red dots on the image represent detected nuclei.

Application to other images

We test the proposed method with various images without tuning parameters.

Figure 4.13 (a) shows an image of cultured cells and demonstrates that nuclei can

be detected with a single filter even though the size of nuclei within the image are

all different. Even though the blob is bigger or smaller than the designed filter,

the value of filter output is still the local maximum at the center of the blob.

Therefore, searching local maxima of the filter output enables detecting various

sizes of blobs.
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(a) (b)

(c) (d)

Figure 4.13: Application to nucleus detector to different types of images. (a) A
fluorescent cell image acquired by an epi-fluorescent microscope (downloaded
from [36]): actin (red), β-tubulin (green) and nuclei (blue). Six nuclei are
detected. (b) A transmitted light microscopy of a tissue from the liver stained
with H & E. 233 nuclei are detected. (c) An allium image collected by a
transmitted light microscope. 33 cell bodies are detected (d) Adhering cell
image stained with DAPI acquired by epi-fluorescent microscope. 158 nuclei
are detected.
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Similarly, Figure 4.13 (b) shows an image of tissue section collected from the

liver that consists of various sizes of cell bodies stained with Haematoxylin and

Eosin (H & E). All cells are composed of a nearly infinite combination of the

various hues and shades of these two stains. By applying a single filter with a

median size cell body within an image, we still can detect all cells successfully

despite of poor contrast of an image. More results are shown in Figure 4.13

(c) and (d). Since the proposed method assumes the blob as a circular object,

the filter output will have multiple local maxima within the blob using the filter

designed for single-lobed blobs. Such multiple local maxima result in double

detected cells. However, they can be easily eliminated by checking the number

of local maxima within each connected component. Estimating local maxima can

result in detecting some false positive blobs, but they could also be eliminated by

tuning the parameters.

4.4 Summary

We described a nucleus detector that automatically detects the number of nu-

clei in digital micrographs and can thus be used for counting cells. Initially, we

evaluated the performance of the nucleus detector with confocal images of feline

retina but found it useful for a wide variety of preparations. For detecting pho-

toreceptor nuclei, the nucleus detector performs very well with an average error

of 3.67% ranging from 0.00 to 6.07%. The advantages of the proposed method

are its simplicity and reliability to detect any blob-like structures such as nuclei.

Moreover, it is computationally efficient so it is applicable to use across large ex-

panses of tissue eliminating the need for regional sampling which causes errors. It
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is especially valuable for tissue with a steep gradient in cell number, i.e. with dis-

tinct layers, such as brain and retinal tissue. Additionally, the proposed method

can be used on a variety of sample preparations or imaging methods, indicating

its widespread applicability. However, the method may not work correctly when

the cell size and shape vary too dramatically since the method assumes that the

cells have similar size and round shape. The proposed nucleus detector has been

implemented as a plug-in for the public domain NIH image processing and anal-

ysis program, ImageJ [36]. The plug-in, ITCN (Image-based Tool for Counting

Nuclei), has been visited 2784 times and the JAR file has been downloaded 1049

times from April to October 2006. The nucleus detector with sample images and

instructions are also available at the Center for Bio-image Informatics.
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Chapter 5

Photoreceptor Nucleus Detection

and Its Applications

Quantifying the deformation of retinal tissue after injury is crucial in under-

standing and characterizing the functional effect of cellular changes. We extend

the nucleus detection method in Chapter 4 and propose a fully automated nucleus

detection approach for counting photoreceptor nuclei within the outer nuclear

layer (ONL). We automatically detect a cell size by identifying the intrinsic struc-

ture of a point neighborhood within the ONL based on condition theory [86] (see

Section 5.2). Based on the nucleus detection results, we also automatically mea-

sure the thickness of the ONL and the local cell density within the ONL. These

measurements provide the first thorough quantitative analysis of retinal images.

Our results not only verify previous conclusions about retinal restructuring during

detachment, but also provide us with new insights into the regional responses in

the ONL (see Section 5.3).
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5.1 Introduction

Although quantifying the deformation of retinal tissue after injury is important

for understanding the functional effect of cellular changes, there are only few

quantitative measures: the number and density of photoreceptor nuclei within

the ONL, and the thickness of the ONL. These measurements are currently done

manually and it is not often feasible to perform manual analysis on all samples

collected. Thus the measurements have been done on only a few sparse locations

throughout the retina [77, 4]. For example, the total cell number of a whole retina

is often extrapolated based on the measured data from a few locations. Such an

extrapolation method can easily mislead us to a biased conclusion depending on

the sampling location (See section 5.3.2).

In this chapter, a fully automated nucleus detection approach for counting

photoreceptor nuclei within the ONL is proposed. Any user input is completely

eliminated by segmenting a region (ONL) and estimating filter size based on

condition theory. The automated approach allows a large sample size for analysis

and leads to a reduction in sampling error. Based on the nuclei detection results,

we introduce the first thorough quantitative analysis for retinal images not only

corroborated by conclusions derived from manual measurements and qualitative

assessments, but our analysis also provides significant information about local

structural changes during retinal detachment [10, 9].

This chapter is organized as follows. We first propose a fully automated

method tailored to detect photoreceptor nuclei within the ONL from confocal

images of retinas (Section 5.2). The mathematical framework for identifying the

characteristic dimension of a cell size is provided in Section 5.2.2 and the approach
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is experimentally evaluated. Finally, a novel method to quantify the structural

distortion of a retina based on the nucleus detection result is introduced. The

nuclei within the ONL are automatically detected and based on the results, the

thickness and density profiles of the ONL and their distortion indices are com-

puted (Section 5.3).

5.2 Photoreceptor Nucleus Detection

We mainly focus on fully automating photoreceptor nucleus detection from

the retinal images collected by confocal imaging. A schematic diagram of our

approach is shown in Figure 5.1. A given image is segmented by statistic-based

clustering (Section 5.2.1). Within the resulting segmented region, ONL, the cell

size (e.g. photoreceptor cell size) is estimated based on condition theory (Section

3.1), and the filter size and the minimum distance between cells are computed

based on the determined cell size. The rest of the approach is the same as the

nucleus detector described earlier (Figure 4.4).

5.2.1 Statistic based clustering

Since we are interested in detecting photoreceptors within the ONL, the first

step is to delineate the ONL. The confocal images stained with nuclear dyes (e.g.

TO-PRO or DAPI) visualize all nuclear layers in a retinal image. One simple way

to segment these nuclear layers is thresholding: individual pixels in an image are

marked as ‘nuclear layer’ pixels if their value is greater than a defined threshold

value and as ‘background’ pixels otherwise [69, 32]. Typically, a resulting image
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inverse LoG
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detection result

Search for 
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vector f 

f = [m1 σ1 m2 σ2 m3 σ3]  where mi and σi 
are mean and standard deviation of ith scale 
si. s ∈{3 5 11}

filter size
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Figure 5.1: A schematic diagram of a fully automated nucleus detection
method. The ONL is automatically segmented by statistic based clustering
and cell size is detected by identifying the dominant characteristic dimension
of the ONL. Using automatically detected cell size and segmented area, the blob
centers are detected by filtering with the blob detector followed by searching
local maxima.

is a binary or two-level image, using black and white or other colors to distinguish

the regions. The key parameter in thresholding is the threshold itself. A com-

mon approach to choose a threshold is to create a histogram of the image pixel

intensities and choose a threshold as a value between two peaks. The histogram

approach assumes that there is some average value for the background and object

pixels, but many image histograms do not have clearly defined peaks that corre-

spond to structures in the image. The retinal image is a typical example whose
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histogram does not form distinctive peaks due to intensity variation caused by

uneven staining. Moreover, the range of intensity of nuclear layers varies dramat-

ically across the images. Such variations are caused by an uneven staining across

the tissue section, which in turn leads to inconsistent setting of laser intensity,

gain (Section 2.3.3). Therefore, applying simple thresholding to a set of images

will result in inconsistent segmentation.

To cope with intensity variations in nuclear layers, we introduce a statistic-

based clustering based segmentation. The main idea is to cluster all pixels within

an image into two classes, nuclear layer and background, in order to capture

the global characteristics of the image. For each pixel, the mean and standard

deviation of various size of N×N neighborhood are computed and used as a feature

vector (Figure 5.2 (a)).

3 5
11

m1, σ1

ONL

INL

(a) (b)

Figure 5.2: Statistic based clustering. (a) Example image of normal cat retina
stained with TO-PRO illustrating nuclear layers. (b) Segmentation result over-
layed on its original image. For each pixel in the image, a feature vector
f = [m1, 0.5 ·σ1,m2, 0.5 ·σ2,m3, 0.5 ·σ3] is calculated where scale si ∈ {3, 5, 11}.
and then clustered into two classes by K-means clustering.
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The mean values of each pixel in nuclear layers are higher than those in back-

ground (Figure 5.3 (a), (b), and (c)). Using the average intensity value of each

pixel instead of the intensity value itself, allows a robust segmentation of nuclear

layers despite their intensity variation. The standard deviation captures texture

information present in an image. Since each nuclear layer consists of different

types of cells, it presents a similar texture in different scales. Figure 5.3 (d), (e),

and (f) show computed standard deviation of 3×3, 5×5, and 11×11 neighborhood

of each pixel. The combination of these standard deviations of each pixel provides

a clear distinction between the ONL and the other nuclear layers. In summary, a

feature vector consists of mean and standard deviation of n different scales,

f = [m1, ω · σ1, · · · mn, ω · σn], (5.1)

where mi and σi are the mean and standard deviation of the ith scale si, s ∈

{3, 5, 11, · · ·}, and ω is defined as 0 < ω ≤ 1. ω plays the role of a weighting factor.

The resulting feature vectors are classified using K-means clustering. K-means

clustering [21, 5, 48] is a simple unsupervised learning algorithm that classifies

or groups objects based on features into K clusters. The clustering is done by

minimizing the sum of squares of distances between data and the corresponding

cluster centroid. Figure 5.2 (b) is a segmentation result overlayed on its original

image illustrating a successful segmentation of the ONL. More results are shown

in Figure 5.4. In Figure 5.4 (b), the ONL and the inner nuclear layer (INL) are

segmented accurately. The INL can be easily excluded by selecting the biggest

segmented region from the result, or changing a weight for a standard deviation.

While Figure 5.4 (c) shows more dramatic intensity variations within the image,

all nuclear layers are segmented correctly.
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ONL

INL

(a) (b) (c)

(d) (e) (f)

Figure 5.3: Application of filters at various scales to Figure 5.2. (a), (b), and
(c) Applying average filters to the image. Each pixel in the image contain the
mean value of 3×3, 5×5, and 11×11 pixel neighborhood respectively. The mean
values of each pixel in nuclear layers are higher than those in background. (d),
(e), and (f) Standard deviation of 3×3, 5×5, and 11×11 pixel neighborhood.
The results capture the texture at different scales. The combination of these
standard deviations of each pixel provides a clear distinction between the ONL
and the other nuclear layers.

105



Photoreceptor Nucleus Detection and Its Applications Chapter 5

However, the method can not produce a reliable result from the image stained

with antibodies which do not stain DNA, since only specific regions in the image

are visible by fluorescent dyes. Most of layers including the ONL usually appear

as dark regions, thus the intensity information can not give enough information

to discriminate the nuclear layers from other regions.

(a) (b)

(c) (d)

Figure 5.4: Applying statistic based clustering to images of 3-day and 7-day
detached retinas. (a) 3-day detached cat retina stained with TO-PRO. (b)
Segmented result of (a). f = [m1, 0.5 · σ1,m2, 0.5 · σ2,m3, 0.5 · σ3] is calculated
where scale si ∈ {3, 5, 11}. The ONL and the INL are segmented accurately.
The INL can be easily excluded by selecting biggest segmented region from the
result. (c) 7-day detached retina. (d) Segmented result of (c). The feature
vector is computed similarly.
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5.2.2 Applying condition theory to a nucleus detection

We apply a condition theory based framework to retinal images stained with

TO-PRO and acquired using four different magnification factors (Figure 5.5). The

same photoreceptor nuclei are displayed in different scales.

(a) (b)

(c) (d)

Figure 5.5: Example images of the ONL stained with TO-PRO and acquired
with different magnification factors. The same photoreceptor nuclei are dis-
played in different scales. (a) The image is collected with a pixel resolution,
0.621 µm per pixel. (b) The resolution is 0.414 µm per pixel. (c) The resolution
is 0.3241 µm per pixel. (d) The resolution is 0.207 µm per pixel.

To detect the photoreceptor nuclei within the ONL, we follow three steps:

• Identify the ONL from the image.

• Verify the presence of dominant characteristic dimensions r∗ within the

ONL.
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• Estimate the cell size, assuming their dimension is proportional (via known

constant) to r∗.

Since we already segment the ONL by statistic based clustering (Section 5.2.1),

we focus on the second and the third steps in this section.

Identifying the dominant characteristic dimensions of the ONL

Let M be the region corresponding to a given segmented ONL. To iden-

tify its dominant characteristic dimension, M is spatially sampled at the points

x1, . . . ,xN and at each point we calculate the condition number (3.4) for the radii

r1, . . . , rn using the ∞-Schatten norm1

K̂Tθ,x
(Ωr(x)) =

1

‖A†(Ωr(x))‖∞,S

= σ4(A(Ωr(x))) (5.2)

where σ4(A(Ωr(x))) denotes the fourth (i.e. the smallest) eigenvalue of the matrix

A2. This norm measures the maximum distortion produced by the noise in the

intensity pattern in Ω(x). The value of r for which the condition number K̂Tθ,x

has a local minimum are used to compute an histogram whose peaks identify the

dominant characteristic dimensions of the layer M .

1The c-Schatten norm of a matrix M ∈ Rh×k is defined as the c-norm of the vector formed
by the matrix singular values, i.e. :

‖M‖p,S =

min{h,k}∑
i=1

σi(M)c

 1
c

where σi(M) denotes the ith singular value of M .
2For sake of completeness, the expression of the building blocks of A for the transformation

(3.7) is:

A(yi) =
∂I

∂y
(yi)

[
1 0 y1 − x1 −(y2 − x2)
0 1 y2 − x2 y1 − x1

]
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Figure 5.6 (b) shows the points x1, . . . ,xN that are sampled from the ONL. We

perform a probabilistic sampling instead of a uniform sampling. The main purpose

of using a probabilistic sampling is to avoid selecting the corner points within the

ONL. In general a corner point remains very distinctive even after being perturbed

by noise, and therefore its condition number is smaller than those of other points

within an object (i.e. points within a cell body). However, its histogram presents a

characteristic dimension of corners created by the cell membrane, not a cell body.

To estimate the dimension of a cell body, we sample the points which belong

to the inside of a cell so that the sampled points can contribute to estimate a

characteristic dimension of cells. First, we segment the region containing cell

bodies by an adaptive thresholding followed by morphological operations, and

compute the Euclidean distance transform of the inverted resulting binary image.

For each pixel belongs to the background, the distance transform assigns a distance

between the pixel and the nearest nonzero pixels of the image (i.e. background).

The closer a pixel d to the cell center, the higher the distance value in the result

image. We use the distance value of each pixel as a random variable, and define

the probability density function as follows,

f(d) = e
−(dmax−d)

σ , (5.3)

where σ = ρ(dmax− dT ), dmax and dT denotes the maximum value of the distance

values of the image and the threshold value respectively. When the distance value

of the pixel is close to dmax (the pixel is close to the cell center), the pixel is likely

to be selected in the sampling process.
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Figure 5.6: Identifying the dominant characteristic dimensions of the ONL. (a)
An example image of a normal cat retina stained with TO-PRO. (b) The yellow
dots indicate the location of which the ONL is sampled in order to construct
the histogram (shown in (d)). (c) Illustration of computing a histogram. For
a given point, the condition number of circular neighborhoods ranging from
radius 2 pixels to 36 pixels. The value or the radius r for which condition
number has a local minimum (in this example, r = 7) is used to compute the
histogram. (d) A histogram of the characteristic radii of all sample points.
The histogram present a very distinctive peak at 7 pixels that identifies the
characteristic dimension of the ONL.
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For each sampled point, the condition numbers are computed from neighbor-

hoods Ωr(x) where the radius 2 ≤ r ≤ 36 (with increments of 0.5 pixels) and

the condition number which has a local minimum. In this example, r = 7, is

used to construct a histogram (Figure 5.6 (c)). The histogram is then computed

using the values of the characteristic radius 2 ≤ r ≤ 36 with increments of 0.5

pixels (Figure 5.6 (d)). The peak at r∗ = 7 pixels reflects the characteristic di-

mension of the cells that comprise the ONL. Sometimes it may happen that the

histogram presents two peaks that have similar height; this effect is due to the

presence of repeating intensity patterns that are composed by more than just one

fundamental unit (e.g. the membrane of the cell and its nucleus). To cope with

these situations we select, among the peaks that have similar height, the one that

is associated to the larger radius. In the implementation, rather than scaling the

differentiation kernel to compensate for the exponential decrease of the amplitude

of the derivatives, we choose to wrap the neighborhood Ω(x) on a normalized

lattice obtained by sampling the unit circle.

Counting the photoreceptor nuclei within the ONL

In Section 4.2, we showed that the nucleus detector could detect photoreceptor

nuclei with an average error of 4% compared to manual counting, when the cell

size is known. The filter size fs depends on the size of the cell and consequently

on the image resolution. Here we propose to bind the filter size to the dominant

characteristic dimension of the ONL using the approach described above. More

specifically, the filter size is set as follows,

fs = 2dpr∗e+ 1 (5.4)
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where p is a scaling factor that depends on the structure of the image (and not

on its resolution). In general, we expect the histogram to return a characteristic

dimension slightly larger than the true size of the cell (p < 1) if the intensity

pattern inside the cell is fairly uniform and, a dimension slightly smaller (p > 1)

if the intensity pattern inside the cell contains relevant details. This is due to

the fact that local minima of the condition number appear when the radius of

the neighborhood is large enough to include a portion of the image that can

disambiguate rotations and scalings despite the effects of the noise. An optimal p

for the dataset is estimated by using the leave-one-out cross validation method.

5.2.3 Experimental results

The proposed method is applied to a set of 25 confocal retinal images stained

with TO-PRO. We consider four groups of images acquired using different mag-

nification factors as shown in Figure 5.5. The scaling factor p is set to 0.486

computed by the leave-one-out cross validation method. The performance of the

method is also compared with an analogous approach that identifies the character-

istic dimension of a neighborhood via the stationary points of the image Laplacian

[56]:

L(Ω(x)) =

∣∣∣∣∣∣
∑

y∈Ω(x)

w(y − x)
m∑

j=1

n∑
i=1

∂2Ij

∂y2
i

(y)

∣∣∣∣∣∣
In this case the stationary points and the actual value of the Laplacian are used

to compute the histogram introduced above. The filter size is computed using

equation (5.4) and the scaling factor p is set to 1.138.

The first experiment quantifies the performance achieved by the proposed ap-
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proach in detecting the radius of the cells that compose the ONL.

Figure 5.7 illustrates the detected radii of 25 images by the proposed method,

the method based on the image Laplacian, and the true sizes computed from the

metadata.
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Figure 5.7: Results of detecting the radius of the cells that comprise the ONL.
The radius of true cells, r, in each image are denoted by a rectangular marker.
The proposed method (denoted by a circular marker) estimates a cell size larger
than the true size, yet consistently. On the other hand, the result based on
the image Laplacian (denoted by a triangle marker) usually underestimate a
cell size. When the true cell size is small (r < 5), Laplacian based method
fails to discriminate the cell size in two different scales (Figure 5.5 (c) and (d))
correctly.

The proposed method (denoted by a circular marker) estimates a cell size

larger than the true size, yet consistently. On the other hand, the result based on

the image Laplacian (denoted by a triangle marker) tends to produce histograms

that have multiple spurious peaks and usually underestimate the characteristic

dimension of a layer. For example, when true cell size is small (r < 5), Laplacian

based method fails to discriminate the cell size in two different scales (Figure 5.5

(c) and (d)) correctly. This can probably be explained by the fact that the image
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Laplacian is constructed from the second derivatives of the image and therefore

tends to be more sensitive to small spurious structures that characterize the in-

tensity pattern. The results are summarized in Table 5.1 and are compared with

the method based on the image Laplacian described above. The relative errors

between the true radius r and the estimate r∗ are defined as

er,Cond =
|r − pr∗cond|

r
, er,Lap =

|r − pr∗Lap|
r

.

Table 5.1: Summary of the automatic estimation results. Results are averaged
over all images belonging to the same group. For each method we list the mean
m, the median med, and the standard deviation σ of the relative error.

Type r
er,Cond er,Lap

m med σ m med σ

A 10.3 0.08 0.07 0.06 0.14 0.14 0.00
B 6.7 0.05 0.05 0.01 0.09 0.07 0.07
C 4.9 0.03 0.03 0.03 0.06 0.06 0.01
D 3.4 0.02 0.00 0.04 0.15 0.17 0.16

Total - 0.04 0.05 0.04 0.12 0.07 0.11

In the second experiment, we tune the filter size using the estimation of the

cell radius obtained with the method presented here. The results are summarized

in Table 5.2 and the performance is compared with a manual counting result

(4.1) and the nucleus detector counts using the true cell size. The performance of

the proposed method compares satisfactorily both to the case where the true cell

dimension is known a priori (and is used to tune the size of the filter) and to the

case where the cells are counted manually.
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Table 5.2: Comparison between manual counts (N) and nucleus detector counts
(N̂prior and N̂cond) where the filter size is tuned by known priors and the pro-
posed method.

Type N
ND (nucleus detector counts)

known priors proposed method

N̂prior EN , prior (%) N̂cond EN , cond (%)

A

218 204 6.42 282 29.36
227 219 3.52 273 20.26
189 178 5.82 207 9.52
192 183 4.69 186 3.13
195 179 8.21 168 13.85
208 189 9.13 189 9.13

B

374 369 1.34 350 6.42
392 371 5.36 352 10.20
389 370 4.88 358 7.97
388 367 5.41 356 8.25
384 371 3.39 362 5.73
428 378 11.68 366 14.49

C

412 422 2.43 450 9.22
450 465 3.33 465 3.33
453 482 6.40 515 13.69
440 473 7.50 473 7.50

D

847 836 1.30 744 12.16
773 790 2.20 790 2.20
740 754 1.89 754 1.89
736 759 3.13 759 3.13
692 721 4.19 649 6.21
700 734 4.86 734 4.86
724 736 1.66 736 1.66
751 730 2.80 730 2.80
795 790 0.63 859 8.05

Total - 4.49 - 8.60

Image type A,B,C,D are shown in Figure 5.5
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5.3 Application to Quantify Structural Distor-

tion of Retinal Tissues

In this section, we propose a novel method to quantitatively analyze and char-

acterize structural distortion of a retina after injury. We automatically detect

nuclei within the ONL in a retinal image (Section 4.2). Based on the nucleus

detection results, we also automatically measure the thickness of the ONL, the

local cell density within the ONL, and the distortion indices within the ONL (Sec-

tion 5.3). These measurements not only verify previous conclusions about retinal

restructuring after detachment, but also provide us with information about the

regional responses within the layer of photoreceptor nuclei (Section 5.3.2).

5.3.1 Local thickness and density

Median extraction

To calculate the local thickness and density, the precise ONL boundary must

be extracted from the image. We convert the (x,y) coordinates of detected nuclei

centers into on pixels in a binary image. The ONL extraction is performed by

two morphological operations on the binary image. First, a closing operation on

the nuclei centers provides an approximation of the ONL. We use a disk with a

diameter approximately six times the size of the photoreceptor as the structuring

element. The relatively large diameter size ensures that the ONL can be extracted

without any holes. Second, the morphological closing result is dilated by half a

photoreceptor size, thereby extending the ONL to encompass the nuclei on the

layer boundaries. Because there are large variations in intensity within the ONL,

116



Photoreceptor Nucleus Detection and Its Applications Chapter 5

segmenting the ONL using the nuclei detection results ensures that every detected

photoreceptor nucleus is properly included within the ONL.

The ONL boundary is not naturally smooth and is usually curved along its

length, therefore we compute a median curve and use it as the basis for the

thickness and density measurement. Having segmented the ONL, we compute

the median curve by pruning the skeleton of the ONL. The median extraction

is summarized below. First, we use the divergence-ordered thinning algorithm

proposed by [20] to calculate the total outward flux for each ONL. For every pixel

p inside the ONL, the Euclidian distance d(p) from p to the nearest boundary

pixel is calculated. The result is a distance map D shown in Figure 5.8 (a).

(a) (b)

median curve

(c)

Figure 5.8: Median extraction from the ONL. (a) Distance map D. (b) Total
outward flux Φ. (c) Extracted medial axis overlayed on the nuclei detection
result.

Next we compute the unit gradient of D using the ~g(p) = ∇D(p)/|∇D(p)|.

From ~g(p), we calculate the total outward flux given by:

Φ(p) =
8∑

i=1

< ~g(pi), ~ni >, (5.5)

where pi is an 8-connected neighbor of p and ~ni is the unit vector pointing from

p to pi. The total outward flux result is shown in Figure 5.8 (b).
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At pixel locations near the median, the gradient ~g(p) diverges and thus the

flux Φ(p) is positive. Conversely, at locations where the gradient converges, the

flux is negative. Using the outward flux map, the rough skeleton of the ONL is

extracted by truncating all negative values of Φ(p) and thresholding the truncated

result. The threshold level is chosen to minimize the variance of values above and

below the threshold. Figure 5.8 (c) shows the result of this skeletonization step

overlayed on the nuclei detection result. We prune the skeleton by removing side

branches to extract the median curve. Information from the outward flux result

is used to determine which side branch to disconnect. The final median curve is

smoothed using cubic-spline interpolation. The smoothing is necessary to filter

out noisy pixels resulting from the skeletonization.

Thickness and density profile

Once the median curve is extracted, it can be used to measure the thickness

and density along the entire length of the ONL. For every location si along the

median curve, a line l(si) orthogonal to that median location is constructed and

extended outward to the ONL boundaries (Figure 5.9 (b)). The thickness at

location si is defined as the length of l(si). Thickness measurements along the

entire length of the median provide a continuous thickness profile as shown in

Figure 5.9 (d). To compute the density at each median location si, a sliding

region A(si) bounded by l(si − k · ds) and l(si + k · ds) is constructed, where k

is an integer parameter controlling the size of A(si) and ds is the finite length

element between adjacent median points (Figure 5.9 (c)). The density is defined

as the number of nuclei located inside A(si) divided by the area of A(si). Figure
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5.9 (d) shows the thickness and density profiles of the ONL in Figure 5.9 (a). The

vertical line in the profile plots indicates the thickness and density of the ONL at

location si in Figure 5.9 (c).

(a)

n(si)

si

(b)

A(si)n(si -kds)

n(si +kds)

(c) (d)

Figure 5.9: Thickness and density profile of the ONL. (a) The nuclei detection
result. (b) Thickness. At every median element si, construct a line n(si)
orthogonal to si that extends to the boundary of the ONL. (c) Extracted median
curve overlayed on the nuclei detection result shown in (a). (d) Thickness
profile (top) and density profile (bottom). The vertical line in the profile plots
indicates the thickness and density of the ONL at location si in Figure 5.9 (c).
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Distortion index

Since thickness and density profiles provide information about local structural

distortions in the ONL, it is useful to analyze the individual image. It is, however,

difficult to compare these profiles with those computed from other images since

the length of the median curve varies across the images. In order to quantify

a global structural distortion of the ONL, we compute a distortion index of the

thickness profile that is defined as

dthickness =

√
1
N

∑N
i=1(ti −mT )2

mT

, (5.6)

where mT = mean{ti} and ti = thickness at location (xi, yi) points on the median

curve of the ONL. Similarly, we can compute a distortion index for the density

profile. The more structural changes in the ONL, the larger the distortion indices.

For example, dthickness for a normal retina is usually less than 0.2, and increases

after detachment. The distortion index is useful for comparing the structural

distortion among tissues from two or more different experimental conditions.

5.3.2 Experiment results

We demonstrate the capability of our method to extract multiple biologically

meaningful measurements from images of cat and mouse retinal tissues.

Quantifying a structural distortion of cat retinas after detachment

We present the results of applying the proposed method to mosaicked images

of control (9 images), 3-day detached (8 images), and 7-day detached (9 images)

retinas (Figure 5.10).

120



Photoreceptor Nucleus Detection and Its Applications Chapter 5

C
on

tr
ol

3 
D

ay
s

7 
D

ay
s

T

S I

N

T

S I

N

T

S

N

I

Figure 5.10: Mosaicked images of control (9 images), 3-days detached (8 im-
ages), and 7-days detached (9 images) cat retinas. Analysis results are overlayed
on the images. In the right panel, the location of tissue sections are displayed
as a green rectangle on the retinal quadrants.
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To detect nuclei within the ONL, we first create a mask of the rough boundary

of the ONL for each mosaicked image by a statistic based clustering (Section 5.2.1).

After nuclei detection, we generate the ONL thickness and density profiles, and

their distortion indices. In Figure 5.10, the detected nuclei centers, extracted ONL

boundary, and the median curve of the ONL are overlayed on the images. The

right panel illustrates a wholemount retina with four retinal quadrants (superior

temporal (ST), superior nasal (SN), inferior temporal (IT), and inferior nasal

(IN)). The green rectangle on each retinal quadrants denotes the location of tissue

sections. To measure the global change in ONL thickness and density, we average

the thickness and density measured over all points on the median curve (Figure

5.11). After 3-day detachment, the average thickness of the ONL is decreased to

an average of 49.22 µm compared to control retina (62.94 µm, p≤0.05).
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Figure 5.11: Average thickness and density of control 3-day, and 7-day detached
retinas shown in Figure 5.10. (a) Average thickness. The average thickness of
the ONL is decreased from 62.94 µm in a control retina to 49.22 µm in a
3-day detached retina. The thickness of a 7-day detached retina is 75.31 µm
due to retinal folding. Thickness changes are all significant (p≤0.05). (b)
Average local densities of the control, 3-day, and 7-day detached retina are
37283 nuclei/mm2, 34180 nuclei/mm2, and 33786 nuclei/mm2 respectively. The
density changes between normal and 3-days detached is significant (p≤0.05),
but there is no clear change between 3 days and 7 days detachment.
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Similarly, average local cell density is decreased from 37283 nuclei/mm2 to

34180 nuclei/mm2. The quantitative cell counts and ONL thickness measurements

confirm the number of photoreceptors in the ONL decrease in response to retinal

detachment. This is the first thorough quantitative analysis that has been done,

verifying earlier qualitative prediction in [27]. The average local densities of 7-

day detached retina is 33786 nuclei/mm2 indicating no clear change between 3

days and 7 days of detachment (p>0.05). The thickness of a 7-day detached

retina, however, is increased to 75.31 µm with distinctively large variation of

σ=40.17, which can be explained by a structural distortion of the tissue called

retinal folding.

Figure 5.12 shows the ONL thickness and density profiles for each image. After

detachment, the profiles of thickness and density vary irregularly. The changes in

the profiles provide the information about the structural changes in the layer.
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Figure 5.12: Thickness profiles (top) and density profiles (bottom). The dis-
tortion indices of the thickness profiles are increased from 0.05 to 0.11, and to
0.53 after 3-day and 7-day detachment respectively. After 3-day detachment,
the distortion index of the density profile do not change significantly from 0.04
to 0.05. After 7-day detachment, the distortion index of density is increased to
0.06 indicating a large variation in cell density.
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Notably, the peaks in the thickness profile indicate the locations where the retina

has been folded by cellular movement, death, or growth. Such retinal folding in

the retina results in an increase in the average thickness with large variation after

7-day retinal detachment shown in Figure 5.11 (a). To quantify the structural

distortion, we compute distortion indices of thickness and density profiles from

each image. The distortion indices of local cell density do not change significantly

after 3-day detachment from 0.04 to 0.05. Usually a distortion index of a normal

cat retina is less then 0.05. After 7-day detachment, the distortion index of den-

sity profile is increased to 0.06 indicating a significant variation in cell density.

The distortion indices of thickness are slightly increased from 0.05 to 0.11 after

3-day detachment yet indicate no significant structural distortion. After 7-day

detachment, the distortion index is increased from 0.11 to 0.53 suggesting sig-

nificant regional deformation of a tissue. This information can not be extracted

from traditional morphometric analysis. The thickness and density profiles, and

their distortion indices clearly indicate that there are two critical problems of

estimating the average measurement from sampled tissue sections:

• The extrapolated measurements can lead us to a biased conclusion based on

the measured location. For example, if we measure the thickness and density

at the location denoted as a green line in each profile shown in Figure 5.12,

we might infer the naive conclusion that there is no significant changes in a

cat retina after 7-day detachment. When a tissue has steeper gradients in

cell density, the marginal error caused by sampling within a tissue become

larger.

• Average thickness and density can not capture the structural distortion such
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as retinal folding; even though the average thickness and local cell density

do not change significantly, the distortion index of thickness profile indicates

significant structural distortions in response to retinal detachment.

Quantifying a structural distortion of mouse retinas after detachment

We apply the nucleus detector to mosaics consisting of 13 overlapping images of

control and 10 overlapping images of 3-day detached mouse retina. ONL thickness

and density profiles for each image are also shown in Figure 5.13 (b). Figure 5.14

(a) and (b) show examples of retinal tissues with overlaid detected nuclei centers.
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Figure 5.13: Analysis result with thickness and density profile of mouse retinas.
(a) confocal images of control (Figure 5.14 (a)) and 3-day detached retina
(Figure 5.14 (b)). (b) Thickness profiles (top) and density profiles (bottom).
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(a)

(b)

Figure 5.14: Analysis result of normal and detached mouse retinas. (a) Mo-
saicked 13 confocal images of a control mouse retina injected with bromod-
eoxyuridine (BrdU). The boundary and median curve of the ONL are dis-
played, and detected cell centers are marked. (b) Mosaicked 10 confocal image
of a 3-day detached mouse retina.
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After detachment, the profiles of thickness and density vary irregularly. Simi-

lar to the profile of a cat retina, the peaks in the thickness profile (denoted with

arrows) display the locations where the retina has been folded by cellular move-

ment, death or growth. The distortion index of the thickness profile is increased

from 0.16 to 0.28 after detachment. The distortion index of the density profile also

increased to 0.05 in a 3-day retina compared to 0.03 in a control retina. Significant

level of distortion index of the density profile in the mouse retina is 0.04.

To compare the analysis results to those of traditional morphometric analysis,

we calculate the mean and standard deviation (Figure 5.15 (a) and (b)).
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Figure 5.15: Thickness of the ONL and photoreceptor cell density in mouse
retinas. (a) Average thickness of control (Figure 5.14 (a)) and 3-day de-
tached retina (Figure 5.14 (b)). The thickness of the control and detached
retina are 52.94 µm (σ=11.04) and 55.66 µm (σ=23.75) respectively. (e) Aver-
age local densities of the control and detached retina are 37090.8 nuclei/mm2

(σ=1652.58) and 38856 nuclei/mm2 (σ=2487.53) respectively.

The control retina has 37626 nuclei/mm2 and the detached retina has 40826

nuclei/mm2. Both the average ONL thickness and local density are greater in

the 3-day detached retina with 55.66 µm and 38856 nuclei/mm2 (52.94 µm and
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37091 nuclei/mm2). Even though the average thickness and local cell density

do not change significantly, the distortion indices of thickness indicate significant

structural distortions in response to retinal detachment. The structural distortion

of mouse retinas has been reported, however, it has not been able to be quantified.

The distortion indices provide a new way to quantify different levels of distortions

of mouse retinas which can not be captured by traditional analysis, such as cell

density and thickness.

5.4 Summary

We propose fully automated method that verifies the existence of a dominant

characteristic dimension (i.e. cell size or scale) in the ONL and estimates the

radius of the cells that compose the layer, despite the resolution and orientation

at which these images were acquired. This algorithm has been used to automat-

ically tune the size of a filter designed to count the cells within the ONL. The

performance of the proposed method compares satisfactorily both to cases where

the true cell dimension is known a priori (and is used to tune the size of the filter)

and to the case where the cells are counted manually. We also want to remark

that the approach presented here is general and applicable to a wide variety of

biological images (such as brain tissues) acquired using different imaging meth-

ods (such as transmitted light microscope). In the future, we plan to apply the

proposed method to other layers (e.g. the INL) to estimate the size of multiple

types of cells.

We also presented a novel method to compute multiple quantitative mea-

sures from a single set of confocal microscope images of retinas: total cell counts,
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thickness and density profiles, the distortion indices of the profiles, the average

thickness, and the average local density [10]. We demonstrate that the tools

developed here provide a new way to interpret and characterize the structural

differences of retinal tissue under different experimental conditions. The resulting

quantitative measurements corroborate the cellular changes previously observed

to occur following retinal detachment in both human and animal models [27]. We

found that quantitative analysis based on nuclei detection not only corroborated

conclusions derived from manual measurements and qualitative assessment, but

also provided significant information about different levels of distortions caused

by different forms of regeneration including retinal detachment. For example, we

can characterize the function of intermediate filament proteins (glial fibrillary acid

protein (GFAP) and vimentin) by quantifying the structural distortion of genetic

mutant mice [80]. This is the first verification of earlier qualitative prediction of

the functional effect of the intermediate filament proteins.

129



Chapter 6

Retinal Layer Segmentation

“It has been said: The whole is more than the sum of its parts. It is more

correct to say that the whole is something else than the sum of its parts,

because summing up is a meaningless procedure,

whereas the whole-part relationship is meaningful.”

Kurt Koffka

Layer segmentation and classification greatly simplifies the image analysis

tasks for understanding of the events initiated by retinal detachment such as:

counting photoreceptor nuclei within the outer nuclear layer (ONL), counting

bipolar cells within the inner nuclear layer (INL), and measuring the axon out-

growth toward the INL. This also facilitates important analysis in localizing cells

and detecting changes in protein distribution (e.g. the change in rod opsin levels

in response to retinal detachment). The ONL is especially good for image seg-

mentation since the layer has a consistent pattern; this is due to the structural

similarity of cell bodies among rods and cones (Section 2.1.4). It is also important
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to identify the ONL to locate all other layers since the patterns of other layers are

not as consistent as that of the ONL, and are more difficult to recognize without

knowledge of relationships between the retinal layers. In this way, the ONL serves

as a baseline for understanding the cellular changes under a degenerative condi-

tion, and identifying the other layers. In this chapter, we propose segmentation

methods which provide a reliable map of the retinal layers within an image.

6.1 Introduction

A vertical section of a retina illustrates its complexity and highly patterned

architecture. Since each layer has a different structure which consists of the group

of cell bodies or synaptic terminals, the intact architecture of layers is crucial to

retinal function [55]. Thus, changes in the integrity of the layers serve as an index

of retinal function after injury. Moreover, the information about the integrity of

the layers is used for localizing specific cells and analyzing the effects of genes,

drugs, stress, and protective factors on retinal integrity.

Layer segmentation and classification greatly simplifies the image analysis

tasks for quantifying and characterizing the events initiated by retinal detachment

including: counting photoreceptor nuclei within the ONL (Chapter 4), counting

bipolar cells within the INL, and measuring the axon outgrowth toward the INL.

This also facilitates important analysis in localizing cells and detecting changes in

protein distribution (e.g. the change in rod opsin levels in response to retinal de-

tachment). The ONL is especially good for image segmentation since the layer has

a consistent pattern; this is due to the structural similarity of cell bodies among

rods and cones (see Section 2.1.4). It is important to identify the ONL to locate
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all other layers since the patterns of other layers are not as consistent as that of

the ONL, and are more difficult to recognize without knowledge of relationships

between the retinal layers. Additionally, the death and degeneration of photore-

ceptors have been considered the primary effect of detachment [53]. Identifying

the ONL which consists of cell bodies of photoreceptors serves as a baseline for

understanding the cellular changes under a degenerative condition.

There is no previous work of segmenting retinal layers from the images. Most

of the work in biomedical image analysis has focused on the segmentation and

visualization of macro biological structures such as tissues, organs and bones

[62, 19, 22, 67]. On the other hand, an approach using micro biological struc-

tures (e.g. cellular or subcellular organism) is still in its infancy. As was pointed

out in [62], the image domains of microbiological studies are diverse due to the

complexity of cell functions and resulting diversity of the expressed molecules and

their relationships. Segmenting a micrograph is often more challenging than seg-

menting medical images, since much less heuristics can be made about the signal

intensities or the shape of the object [62]. These characteristics discriminate mi-

croscopic image analysis from most of classical medical image analysis that can

use prior knowledge of anatomical structure to improve segmentation and visual-

ization of macro biological structures. Thus, algorithms developed for micrograph

segmentation have been very task specific.

The nature of immunofluorescent retinal images including inherited complex-

ity of micrograph hampers applying existing segmentation methods directly (ad-

dressed in Section 2.4.1). An important assumption in segmenting regions is

that the regions are generated from a stationary source. Retinal image regions,
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however, are not statistically homogenous. Further difficulties in retinal images

include visible variation. For example, the same layer can show a different struc-

ture depending on the antibody used, and the same antibody can be visualized as

different colors. An additional consideration is that fluorescence intensity usually

is not even across the tissue section, because labeled structures are not uniformly

distributed within the tissue or individual cells. For example, each image from the

same tissue may be collected with different laser intensity setting so a particular

area of interest can be brought out in details, even though other regions of the cell

or tissue are obscured in that image. Typically this means prior domain knowl-

edge about retinal images is needed for improving segmentation. Even though the

retinal images are very complex, there is a lot of high-level information, metadata,

which is embedded in or attached to the image ranging from the pixel resolution

to antibody labeling, source of a sample (e.g. animal id) and status of a sample

(e.g. normal or detached). Thus, the key to solving the addressed problem is to

combine such rich high-level information with low-level features extracted from

image.

The main goal in this chapter is to segment retinal layers from the images to

facilitate further quantitative analysis. We first segment the ONL based on a low-

level feature, texture. Texture provides abundant information about the inherent

visual structure in the image, in particular the ONL. Using texture analysis as a

foundation, we propose a multiple layer segmentation method. We build a set of

rules which maps antibody information embedded in metadata to layers within

an image and use them to classify the segmented regions within an image (based

on low-level features) into layers. Tile based representation of layers is useful in
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categorizing images in database and narrowing search regions. In order to extract

quantitative information by further analysis, we seek a segmentation methods for

extracting precise boundaries of the layers. We revisit the ONL segmentation

problem and propose a new method of accurately segmenting the boundary of the

ONL within an image accurately.

This chapter is structured as follows. We first propse a tile-based ONL seg-

mentation based on a texture feature (Section 6.2). We found that a low-level

image feature, texture, plays an important role. The result is promising but still

is limited by the heterogeneity of the retinal images. In Section 6.3, we extend

the tile-based segmentation of the ONL to multiple layers (seven main layers)

by associating domain specific information (layer and neighbor information) and

low-level features (texture and intensity). The segmentation result demonstrates

the applicability of high-level information to handle the visual variations of retinal

images. In order to extract quantitative information by further analysis, the ONL

segmentation problem is revisited and a new segmentation method is proposed

for extracting the precise boundary of the ONL in retinal images (Section 6.4).

We utilize nuclei density as a new feature to improve the pixel pairwise similar-

ities within a framework of variational segmentation, graph partitioning active

contours (GPAC). The segmentation of the ONL provides immediate benefits for

quantifying cellular responses associated with retinal detachment.

6.2 Tile-based ONL Segmentation

Even though each layer has a different cellular structure, the layer boundaries

are not always visible or distinguishable from each other. Some proteins are not
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localized in specific layers. For example, the lectin-labeled cells with varied mor-

phologies (green in images of Figure 6.1 (b)) are distributed throughout the layers.

Moreover, after retinal detachment, the amount and the location of protein ex-

pression are shifted into different layers dramatically, and the typical stratification

of these layers are no longer evident. However, the ONL has a consistent pattern

regardless of antibodies used (Figure 6.1) due to the structural similarity of cell

bodies among rods and cones.

ONL

50 μm

(a) (b) (c)

Figure 6.1: Histogram equalized images illustrating consistent pattern within
the ONL regardless of antibodies used. (a) Double labeled image of pho-
toreceptors (anti-cytochrome oxidase (CX); red) and pre-synaptic terminals
(anti-synaptophysin; green). (b) Triple labeled image of rod photoreceptors
(anti-rod opsin; red), lectin-labeled cells including microglia (isolectin B4;
green), and Müller cells (anti-glial fibrillary acid protein (GFAP); blue). (c)
Double labeled image of Müller cells (anti-CD44; red and anti-GFAP; green).

Identifying the ONL enables locating the other layers whose patterns are not

as consistent as that of the ONL. For this reason, we focus on segmenting and an-

notating the ONL within retinal images. We use Gabor filters [51] to demonstrate

the feasibility of the texture feature for characterizing spatial patterns within lay-
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ers (Section 6.2.1). Support vector machines, a supervised learning approach, are

adopted to learn the distribution of texture vectors corresponding to layers (Sec-

tion 3.2). The support vector machine (SVM) trial for identifying the ONL in the

normal cat retina achieved about 90% accuracy (Section 6.2.2). The classification

result can serve as preliminary labels (coarse labels) for further multiple layer

classification (Section 6.3).

6.2.1 Texture analysis of the ONL

Normalization

Since every image might be collected with a different magnification factor

depending on the experimental conditions or the cellular structure of interest, the

pixels within each image have different size with respect to their magnification

(i.e. µm per pixel). The texture patterns of the ONL display in different scales,

which can cause different responses of Gabor filter outputs, and in turn, mislead

the classification of the ONL. To avoid this, the pixel size is normalized to the

highest resolution among images, 0.228 µm per pixel, using metadata.

Since Gabor filter outputs increase monotonically with the contrast of an input

image, it is often difficult to determine how closely the local image structure

matches. For example, the particular level of response could indicate appropriate

structure at moderate contrast or inappropriate structure at high contrast. In

order to obtain more direct information about local structure not confounded

with contrast, normalization with respect to the contrast is necessary [7]. The

normalization is especially critical for immunofluorescent retinal images because

of the intensity variation of the retinal images; the labeled structures are not
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uniformly distributed within the tissue or individual cells, and each image from

the same tissue may be collected with different laser intensity setting to bring out

a particular area of interest. Such an intensity variation of the structure results in

a great variation of the filter responses, confusing the structural differences among

layers. A histogram equalization is used to normalize this intensity variation.

After preprocessing, we extract the MPEG-7 homogeneous texture descriptor

(HTD) [51, 14] from every image block (64×64 pixels) in each image. We choose

64×64 pixels as a block size since we find that it is appropriate for discriminating

the textures within the ONL from those in other layers based on Gabor filters.

The texture descriptor for S scales and K orientations is given by

fµ,σ = [µI σI µ0,0 σ0,0 µ0,1 σ0,1 . . . µS−1,K−1 σS−1,K−1]
T , (6.1)

where µI and σI are the mean and standard deviation of the pixel intensities of

the images. µs,k and σs,k are the mean and standard deviation of the filter outputs

Fs,k(x, y). We use five scales (S = 5) and six orientations (K = 6) and eliminate

µI and σI from the feature vector for the intensity invariance.

6.2.2 Experimental results

These 142 digital images of normal cat retinas were labeled with various com-

binations of antibodies and collected using a BioRad 1024 confocal microscope.

We extract MPEG-7 HTD from each image block (64×64 pixels) in 142 images

resulting in 39466 blocks. Ground truth labels are created manually for testing

purposes. The SVM [38] is trained using a randomly selected half of the image

blocks (19733 blocks). Since the distribution of a feature vector is complex to
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separate with a linear hyperplane, polynomial (3.11) and radial basis function

(RBF) (3.12) kernels are employed.

In the first experiment, we tested the performance of SVM with two types

of kernels using the test set (19733 blocks) which is not used for training. The

summarized results are shown in Table 6.1. In order to provide a quantitative

evaluation of the results, we compute four different measures: precision, recall,

specificity, and accuracy1. Note that the majority of data is negative (∼ONL),

and here specificity and accuracy will always be high as long as the classifier is

not predicting too many positives. Precision and recall suggest that the SVM is

a good classifier. Both the polynomial and the RBF kernel, perform well and the

difference between them is marginal as shown in Table 6.2.

Table 6.1: Summary of the ONL classification using SVM

Kernel
Results

TP TN FN FP

Polynomial 3670 14515 1224 324
RBF 3690 14509 1204 330

TP: true positive, TN:true negative, FN: false negative, and FP: false positive.

Table 6.2: Quantitative evaluation of the classification result.

Kernel
Measures

Precision Recall Specificity Accuracy

Polynomial 0.918 0.749 0.922 0.921
RBF 0.917 0.753 0.923 0.923

1 Precision is the probability of positive prediction of the ONL that are correct ( TP
TP+FP ).

Recall (sensitivity) is the probability of the both the ONL and∼ONL that are predicted correctly
( TP

TP+FN ). Specificity is the probability of prediction of ∼ONL that are correct ( TN
TN+FN ).

Accuracy is the probability of the overall prediction that are correct ( TP+FP
TP+TN+FP+FN ).
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In the second experiment, the trained SVM is applied to identify the ONL in

a given image (Figure 6.2).

~ ONL ONL

training set

Support 
Vector 

Machine

SVM training

a normal retinal image

…

test set

output

ONL

~ONL

~ONL

ONL blocks in an image

Figure 6.2: Application of the SVM to identify the ONL within a retinal image.

A given image is first divided into image blocks (64 × 64 pixels) and MPEG-

7 HTD is extracted from each block. Each feature vector is fed to the SVM

which classifies the ONL from other layers. After classification, all image blocks

within an image are mapped to binary labels (i.e. 1 if the block is classified as

the ONL and 0 if otherwise). To improve the classification results, we remove the

isolated blocks that are classified as the ONL (more likely to be false positive) and

correct the falsely assigned ∼ONL blocks by examining neighborhood labels. The

accuracy when applying to 142 normal images is quite promising as an average of

90% ranging from 74 % to 96%.
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6.3 Tile-based Multiple Layer Segmentation

In the previous section, we demonstrate that a texture feature is useful for

characterizing the spatial patterns formed by the proteins, especially identifying

the ONL. However the texture features alone are not enough to completely seg-

ment and classify retinal layers due to the heterogeneity of the retinal images.

To automatically segment multiple layers in a retinal image, domain specific or

context information is needed. We develop a novel multiple layer segmentation

method by combining low-level image features (intensity and texture) with high-

level (biologically meaningful) information. A schematic diagram for automatic

layer classification is shown in Figure 6.3.

Image 
processing

Pixel size 
normalization

Histogram
Equalization

Feature     
Extraction

Intensity

Texture
(MPEG-7 HTD)

Classification

Rule based 
Classification

Hierarchical
Clustering

Retinal images Metadata

Semantic
Analysis 

Combine
Classification

results

Spatial 
relationship 

analysis

Final classification result
: label map within an image

Association rule between 
antibody and intensity 

within an mage

Figure 6.3: Schematic diagram of a multiple layer classification.
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Using metadata associated with the images and knowledge about the relation-

ship between antibodies and proteins, a set of rules about the structural relation-

ships between layers and the visual appearance of layers, is generated (Section

6.3.1). For a given image, we assign a preliminary label (a coarse label) to each

image block based on texture and intensity characteristics of each block (Section

6.3.2). The resulting coarse label maps are combined as a single label map of lay-

ers through a reconciliation of mutually conflicting classifications (Section 6.3.3).

The final labels are refined by iterative spatial relationship analysis.

6.3.1 Rules for a retinal layer map

We focus on the images of normal cat retinas that are generated from tissue

sections and labeled with various combination of antibodies. For immunofluores-

cent images, the specific protein in a tissue is visualized by the indirect antibody

technique described in Section 2.3.3. The fluorochrome conjugated to the sec-

ondary antibody determines the color of the image. That is, the tissue stained

with the antibody is collected as a pseudo colored image. In this image, high

intensity corresponds to high concentration of the specific protein expression and

the rest of an image appears as dark regions (Figure 6.4 (b)). Thus relatively

higher intensity within the image determines the subset of layers where the pro-

teins are localized. For example, the high intensity region in the red channel of

Figure 6.4 (b) shows the high concentration of rod opsin expression that are local-

ized in the outer segments (OS) of rod photoreceptors. When the tissue is stained

with multiple antibodies, the response to each antibody is combined to form a

color image where the color represents to the protein response to each antibody.
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Since the proteins are concentrated in different types of cells depending on their

functions, the different proteins are usually localized in different layers. Hence the

color is a useful feature to discriminate each layer.

Outer segments (OS)

Photoreceptor
cell bodies
(ONL)

Interneurons (INL)

Ganglion cells (GCL)

Synaptic layer (OPL)

Synaptic layer (INL)

RPE

Inner segments (IS)

(a)

ONL

OS

(b)

ONL

OS

GCL

(c)

Figure 6.4: Example retinal image. (a) Confocal microscopy of a vertical section
through a cat retina. (b) Triple labeled image of rod photoreceptors (anti-rod
opsin; red), lectin-labeled cells including microglia (isolectin B4; green), and
Müller cells (anti-GFAP; blue). (c) Histogram equalized image of (b). The
boundaries of the layers are manually created and overlaid in white.

As shown in Figure 6.4 (a), a retinal image can be divided into seven main

layers, ganglion cell layer (GCL), inner plexiform layer (IPL), inner nuclear layer

(INL), outer plexiform layer (OPL), outer nuclear layer (ONL), inner segments

(IS) layer, and OS layer. We define nine basic regions and the extra eight regions

which are derived from two neighboring regions of the basic nine regions (Table

6.3).
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Table 6.3: Coarse feature label for retinal layers.

Label Meaning

BG Background
GCL ganglion cell layer
IPL inner plexiform layer
INL inner nuclear layer
OPL outer plexiform layer
ONL outer nuclear layer
IS inner segment layer
OS outer segment layer

RPE retinal pigment epithelium

BG-GC boundary between BG and GCL
GC-IP boundary between GCL and IPL
IP-IN boundary between IPL and INL
IN-OP boundary between INL and OPL
OP-ON boundary between OPL and ONL
ON-IS boundary between ONL and IS
IS-OS boundary between IS and OS
OS-RP boundary between OS and RPE

A set of rules which maps antibody information in metadata to layers within

an image is generated manually (Table 6.4). These rules determine the subset of

layers presented with relatively higher intensity within the image. Characterizing

the spatial patterns formed by these rules will induce another rule or clue for

neighboring layers. These rules are used for coarse label assignments to each

image block based on its intensity. Furthermore, new sets of rules such as the

relationship between antibodies and clustered textures can be induced based on

these rules by using association rule mining techniques. Note that these rules are

specialized for the images of normal cat retinas.
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Table 6.4: The rules between antibodies and retinal layers
Rules (e.g. if (antibody = a1) then (visible layer = l1))

1 calretinin → GCL, INL
2 calbindin → INL
3 neurofilament → GCL, IPL, INL
4 synaptophysin → IPL, OPL
5 GFAP → GCL
6 vimentin → GCL
7 CD44 → IS
8 cytochrome oxidase (CX) → IS, OS
9 peanut agglutinin (PNA) → OS
10 alpha36H → OS
11 rod opsin → OS
12 ML-cone opsin → OS
13 S-cone opsin → OS
14 carbonic anhydrase II (CA) → GCL, IPL, INL, OPL, ONL, IS, OS
15 cellular retinaldehyde binding protein (CR) → GCL, IPL, INL, OPL, ONL

cellular retinaldehyde binding protein (CR) → IS, OS
16 glutamine synthetase (GS) → GCL, IPL, INL, OPL, ONL, IS, OS

6.3.2 Segmentation based on low-level features

In the first step, image processing, pixel size is normalized to 0.228 µm and

the histogram-equalized image of each image is generated as described in Section

6.2.1. There are two independent sets of feature classification results based on the

texture and color (intensity). An input image is first partitioned into a 64×64

blocks and coarse layer labels are assigned using color characteristics and a set

of rules shown in Table 6.4. The histogram equalized image is used for texture

based clustering.
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Rules based classification

Each channel image is converted to a binary image using a global threshold

value computed by Otsu’s method, which chooses the threshold to minimize the

intraclass variance of the black and white pixels [65]. The output value of each

block is determined by the proportion of on-pixels within a block as follows:

Lm(x, y) =

 1 if pm(x, y) > 0.5

0 otherwise
(6.2)

where Lm(x, y) is (x, y) blocks in the output label image Lm, m is the channel

(for Figure 6.5, m = 2), and pm(x, y) is the ratio of the number of on-pixels to

total number of pixels within a block. A set of rules (Table 6.4) is applied to each

label image Lm using metadata associated with the image. Multiple label images

are combined into a single label map Lr(x, y). If there is conflict among multiple

label images, the label is determined by the block whose pm(x, y) is maximum:

Lr(x, y) = Lm(x, y), m = argmax
m

pm(x, y). (6.3)

The example label map Lr(x, y) is shown in Figure 6.5. The blocks without labels

are defined as an unlabeled block. These unlabeled blocks can be assigned by

the label map generated by texture based clustering, and the iterative spatial

relationship analysis presented in Section 6.3.3.

145



Retinal Layer Segmentation Chapter 6

(a)
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Figure 6.5: Result of coarse label assignment to each image block within an
image based on the rule between antibodies and corresponding layers. (a) An
example of double labeled image with antibody to cytochrome oxidase (CX)
(red) and antibody to synaptophysin (green). (b) Localization of protein gives
a layer information. Labels are assigned by using rule 4 and 11 in Table 6.4.
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Clustering of texture features

We extract the MPEG-7 HTD from every image block (64×64 pixels) in each

image. Since textures from other layers are not as consistent as that of the ONL,

a SVM is not suited for multiple layer segmentation. While the same layer, from

the same or different tissues and from different antibody staining, often illustrates

highly varied textures across the images, texture is still useful for characterizing

each layer within an image. We cluster the extracted texture descriptors using a

hierarchical clustering instead of using a SVM (Figure 6.6). Figure 6.6 (a) shows

an example retinal image stained with antibody to cytochrome oxidase (CX).

The cluster is constructed from a hierarchical tree which is constructed using a

distance between each pair of feature vectors (Figure 6.6 (b)). Figure 6.6 (c) shows

the dendrogram used for obtaining clusters shown in Figure 6.6 (b). A constant

threshold value is used for all images in the data set. All nodes below the threshold

value are grouped into a cluster which is displayed with a unique color in the tree.

For example, a group of nodes in the leftmost of tree (green in Figure 6.6 (c)) is

grouped as cluster 5 which corresponds to the ONL in Figure 6.6 (b). Different

partitioning of features can be obtained by cutting the consensus tree at different

heights (lower height yields more clusters). Note that the cluster that includes

the most images blocks and the smallest distance among features within a cluster

is the ONL. If an image consists of more than one channel, resulting cluster maps

from multiple channels are combined to a single cluster map, Lt(x, y). The cluster

maps obtained from different channels may conflict with each other. To reconcile

mutually conflicting results, the output label of conflicted block is assigned by the

clustering result with a minimum distance within a cluster.
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Figure 6.6: Example of hierarchical clustering result. (a) An example of a
normal image labeled with antibody to CX. (b) Clustering result by hierarchical
clustering. The number on the image block denotes the cluster id. (c) A
distance tree (dendrogram) constructed using texture features. X and Y axis
denote each image block (96 blocks in this example) and the distance between
two image blocks respectively. The height of edges connecting two image blocks
represents the distance between them in the feature space. The each group of
nodes (image block) within the dendrogram whose linkage is less than threshold
value is displayed in a different color.
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6.3.3 Semantic analysis of layer labels

The initial result based on texture and color is two coarse label maps: the

label map, Lr(x, y), from rules based classification, and the label map, Lt(x, y)

from texture based clustering. The parallel results from different features can

provide cues for semantic analysis to find potentially erroneous detections as well

as missing labels. First, the label maps from color and textures are combined

iteratively. Suppose we apply an algorithm such as Algorithm 1. The label map

Lr(x, y) generated using color and rules is comprised of the labeled (e.g. IS and

IPL, OPL in Figure 6.5) and unlabeled blocks. The label map based on texture

consists of the number of clustered blocks (e.g. 1, . . ., 10 in Figure 6.6 (b)). Since

a majority of blocks in Lr(x, y) are usually unknown, the combined label map

L(x, y) is initialized based on texture based label map, Lt(x, y). The blocks in

L(x, y) which have valid layer labels in Lr(x, y) are first analyzed. If the clustered

region from both maps coincide, the layer labels in Lc(x, y) are assigned to the

blocks in L(x, y). Otherwise, the labels are assigned based on the confidence of

the applied rules. Figure 6.7 shows the combined label map using Algorithm 1.
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Figure 6.7: The combined label map.
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Algorithm 6.1: Combining two label maps.

Input: two label maps based on color, Lr(x, y) and based texture Lt(x, y)

Output: a combined label map L(x, y)

initialization;

L(x, y) = Lt(x, y);

while there is a conflict label between Lr(x, y) and Lt(x, y) do

for k = 1 to K do /* K: the number of labels ∈ Cc of Lr(x, y) */

for Lr(x, y) ∈ Cc(k) do

cid = L(x, y);

find all blocks L(x, y) ∈ C(cid);

if L(x, y) ∈ Cc(k) ∩C(cid) then /* both maps are agreed */

L(x, y) = Lc(x, y);

else/* both maps are conflicted */

if a rule ∈ {R1, . . . , R13} then /* a rule is confident */

L(x, y) = Lc(x, y);

else

L(x, y) = Lt(x, y);

end

end

end

end

end
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The combined map is refined using the domain knowledge–the spatial relation-

ship between layers. This is an iterative process where the clustered image blocks

interact with, support, or oppose each other, and finally come up with a more

coherent and consistent label map. Figure 6.8 shows some of the intermediate

steps.
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Figure 6.8: Refining the combined label map. (a) The combined map in Figure
6.7. (b) The largest cluster 5 is assigned to the ONL (denoted in green). (c) The
second iteration, the label IPL, OPL is corrected as OPL using neighborhood
information, and OS is assigned. (d) INL and RPE are assigned subsequently.

6.3.4 Experiment Results

We present the results of applying the proposed method to confocal images

of retina. 142 digital images of normal cat feline retina are generated from tissue

sections labeled with different combinations of 17 antibodies using a BioRad 1024
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confocal microscope. Layer labels and a set of rules are generated manually us-

ing metadata and knowledge about the spatial relationship between protein and

retinal layers (Table 6.3 and Table 6.4). Three types of features are used for the

classification: intensity from a normalized images, texture features from normal-

ized and histogram-equalized images, and spatial relationships among adjacent

layers. The label of each block is assigned by combining the result of texture-

based clustering and rule-based classification, and then spatial relationships be-

tween neighboring layers are applied to refine or correct falsely labeled blocks.

The final label of each block in the image is compared to manually assigned labels

of layers for each image block. 76% accuracy over 21475 tiles within 142 normal

images is achieved. Figure 6.9 shows the final label map of Figure 6.5.
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Figure 6.9: Example final label map of Figure 6.5 (a). The final label map (a)
and its ground truth (b). Yellow blocks overlaid on the ground truth illustrate
the difference between the final map and its ground truth, suggesting most of
errors are occurred in the boundaries of layers.

The yellow blocks overlaid on the ground truth (Figure 6.9 (b)) illustrate the

error between the final map and its manual labeling. Most of the errors are

caused by a block which contains a boundary between two layers, which can be

interpreted as a typical problem of a tile-based approach. To improve the clas-
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sification accuracy, a precise segmentation method needs to be developed rather

than a tile based approach.

6.4 Pixel level ONL Segmentation

The main goal of the segmentation is to facilitate image analysis for under-

standing of the events initiated by retinal detachment. Therefore, it is important

to extract the precise boundary of the layer, especially the ONL, to extract quan-

titative information by further analysis. Toward this motive, we propose a new

method for segmenting the boundary of the ONL in retinal images. We employ

GPAC to segment the ONL from the retinal images because of the versatility

of GPAC; the information about pixels can be easily embedded in the similarity

metric and it provides a robust result in spite of topology changes. To cope with

the heterogeneity of retinal images, we exploit the nuclei density calculated using

candidate nuclei positions (proposed in Chapter 4) as high-level information to

improve the segmentation accuracy. In the following section, we introduce three

similarity metrics used for segmenting the ONL.

6.4.1 Dissimilarities in the feature space

For the retinal images, we calculate three dissimilarities between pixels: color,

texture, and nuclei density. These dissimilarities are calculated from histogram

equalized images. We begin with dissimilarities using color, and add texture and

nuclei density into the dissimilarity metric demonstrating the improvement of the

segmentation.
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Dissimilarities in color space

The dissimilarities using color features are evaluated as follows:

wcol(p1, p2) =

√√√√ 3∑
i=1

(
ci(p1)− ci(p2)

)2

(6.4)

where ci represents each one of the color channels in the CIELab color space.

Figure 6.10 shows the segmentation result of a retinal image. The results are

greatly varied depending on the intensity of antibody labeling. While the ONL is

perfectly identified and segmented (Figure 6.10 (b)), some of layers are confused

together with the ONL (Figure 6.10 (d)).

(a) (b)

(c) (d)

Figure 6.10: Segmentation of retinal images using color feature. The images
are triple labeled with isolectin B4 (green), and antibodies to rod opsin (red),
and GFAP (blue). (a) An example of a 1-day detached retina. (b) An his-
togram equalized image of (a) with detected boundaries. (c) An example of a
1-day detached retina.(d) An histogram equalized image of (c) with detected
boundaries. Three layers (INL, OPL, and ONL) are segmented as the ONL.

154



Retinal Layer Segmentation Chapter 6

Dissimilarities in color and texture space

As was shown in Section 6.2, the texture feature plays on important role in

segmenting and classifying the ONL. Texture features are calculated using Gabor

filters and the specifications of the Gabor filter bank used for extracting texture

features are S = 5, K = 6, Ul = 0.05, and Uh = 0.25 [51]. For every pixel

in the original image, a 30 dimensional feature vector is therefore generated and

distances are evaluated in this 30 dimensional feature space:

wtex(p1, p2) =

√√√√ 30∑
i=1

(
ti(p1)− ti(p2)

)2

, (6.5)

where ti represents one of the output of the Gabor filters. The color and the

texture features are combined with appropriate weights as follows:

wTot(p1, p2) = α wcol(p1, p2) + β wtex(p1, p2), (6.6)

where α and β are two constants such that α + β = 1. The segmentation result

is improved by adding texture feature as shown in Figure 6.11. When the texture

feature is combined with color, the segmentation result is greatly improved in

the region which appears in similar color but consists of multiple patterns. For

example, Figure 6.11 (c) shows that five retinal layers (left side of the boundary)

are merged and segmented as a foreground (i.e. the ONL) using color. The

texture feature helps to discriminate the ONL from other four layers resulting

refined boundaries around the ONL.

Dissimilarities in color, texture, and nuclei density

Even though the segmentation result is improved by adding texture feature,

there still remains the limitation of low-level features. The amount and the lo-
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(a) (b)

(c) (d)

Figure 6.11: Segmentation of retinal images using color and texture. The
images are triple labeled with isolectin B4 (green), and and antibodies to rod
opsin (red), and GFAP (blue). (a) The segmented result using only color
(α = 1 and β = 0). The detected boundaries are overlaid on the image. (b)
The segmented result of the same image (a) using color and texture (α = 0.5
and β = 0.5). (c) The segmented result using only color (α = 1 and β = 0).
The left side of the boundary is segmented as the ONL. (d) The segmented
result of the same image (c) using color and texture (α = 0.5 and β = 0.5).
The boundaries of the ONL are refined.

cation of protein expression are shifted dramatically after detachment, and the

typical stratification of these layers are no longer evident. Multiple layers are

often confused as the ONL since the layer boundaries are not always visible or

distinguishable from each other. To obtain a robust segmentation result, we ex-

ploit high-level information of the ONL which is independent of the antibodies

used. Considering that the ONL is the layer which consists of the cell bodies of the

photoreceptors, we utilize the nuclei density as a high-level information. Nuclei
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density is calculated from the candidate nuclei positions, given by the output of

the nucleus detector (Chapter 4). The nucleus detector is designed for detecting

photoreceptor cell bodies. As shown in Figure 6.12 (a), the candidate nuclei are

accurately detected within the ONL and also detected outside of the ONL since

no information about the boundaries of the ONL is provided. The detected nuclei

outside of the ONL is not as dense as those within the ONL, therefore the density

information can be used to discriminate the ONL from others.

For each candidate nucleus position, the nuclei density is calculated as follows:

n(pi) = max h(q), q ∈ [0, . . . , 7], (6.7)

where h(q) is the histogram of candidate nuclei within the circle around each

position of candidate nucleus. Choosing maximum value among eight bins enables

us to obtain high values for the candidates belonging to the ONL which are located

near the boundaries. The resulting image has a higher output value around the

ONL and very low value in the rest of images (Figure 6.12 (b)).

n(pi) = 3
h(q) = [2 1 2 3 2 1 2 0]

(a) (b)

Figure 6.12: Calculating a nuclei density feature. (a) Candidate nuclei po-
sitions (marked as yellow dots). A proportion of (a) boxed is displayed in
higher magnification and the circle to compute the histogram of candidate
nuclei is overlaid. For the candidate nucleus pi on the center of the circle,
n(pi) = maxh(q) = max [2 1 2 3 2 1 2 0]. (b) The computed nuclei density.
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The distances using nuclei density are evaluated as follows:

wnd(p1, p2) =

√∑ (
n(p1)− n(p2

)2

. (6.8)

The similarity matrices of Figure 6.14 computed from three features are shown

in Figure 6.13. For computational efficiency, a similarity between a block and a

pixel is computed for each pixel within an image. The Y axis denotes the number

of pixels within an image (i.e. NM where N and M is the width and the height

of an image) and the X axis represents the number of blocks (i.e. NM
B

where B

is a block size). The similarity matrix computed from nuclei density illustrates

that the nuclei density is effective to identify the similarity between the pixels

corresponds to the ONL.
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Figure 6.13: Similarity matrix representations. X and Y axes denote the num-
ber of blocks and the number of pixels within an image. (a) Similarity matrix
computed from color using (6.4). (b) Similarity matrix computed from texture
using (6.5). (c) Similarity matrix computed from nuclei density using (6.8).

The nuclei density is combined with the other features as

w(p1, p2) = α wcol(p1, p2) + β wtex(p1, p2) + γ wnd(p1, p2), (6.9)

where α, β, and γ are constants such that α + β + γ = 1. The segmentation

result is improved by adding nuclei density information. Figure 6.14 (a) shows
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the segmentation result using color and texture illustrating the limitation of low-

level features. Since the texture within the ONL and INL are similar, both the

ONL and the INL are segmented as a foreground, the ONL. The nuclei density,

however, within the ONL is greatly higher than that of the INL. The INL is easily

excluded from the segmentation result as shown in Figure 6.14 (b).

(a) (b)

Figure 6.14: Comparison of segmentation results by using different features.
The image is triple labeled with isolectin B4 (green), and antibodies to rod
opsin (red) and GFAP (blue). (a) The segmented result by using color and
texture (α = 0.5 and β = 0.5). (b) The segmented result by using color,
texture, and nuclei density (α = 0.2, β = 0.2, and γ = 0.6).

6.4.2 Experimental results

We present the result of applying the proposed method to a series of confocal

images. 50 images of cat retina were generated from tissue sections under four

different experimental conditions: 10, 14, 14, and 12 images from normal, 1-day,

3-day, and 7-day detached retinas. Images were labeled with isolectin B4 (green)

and with antibodies to rod opsin (red) and GFAP (blue). The ground truth data,

consisting of the boundaries for the ONL, is created manually. The dissimilarity

measure w(p1, p2) is computed as linear combination of color, texture, and nuclei

density information as shown in equation (6.9). When only the color and texture
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are used for segmentation, the best results are obtained by using the equal weight

for them (i.e. α = β = 0.5). Therefore, we vary only γ, and use an equal weight

for color and texture, thus equation (6.9) is rewritten as follows:

w(p1, p2) = α wcol(p1, p2) + α wtex(p1, p2) + γ wnd(p1, p2). (6.10)

The curve evolution for equation (3.17) has been implemented using a semi-

implicit finite difference scheme with the curvature coefficient µ = 2000 for all

the experiments. Figure 6.15 shows the visual segmentation results of images

under four different conditions (α = 0.2, β = 0.2, and γ = 0.6).

(a) (b)

(c) (d)

Figure 6.15: The segmentation result using color, texture, and nuclei density
(α = 0.2, β = 0.2, and γ = 0.6). The white boundaries are detected by the
proposed algorithm and black ones are ground truth. (a) Normal. (b) 1 day
after detachment. (c) 3 days after detachment. (d) 7 days after detachment.
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The detected ONL boundaries are depicted in white and the ground truth in

black. The ONL from the images under different conditions are segmented well

despite of the variations in color and textures. The nuclei density increase the

ability to capture the similarity between pixels within the ONL by enhancing the

difference between pixels within the ONL and pixels within the other layers.

In order to provide a quantitative evaluation of the results, we compared them

with the ground truth, computing precision (p) and recall (r) as measures of

the accuracy of the segmentation2. In Figure 6.16, we present the F measure, the

harmonic mean of precision and recall (F = 2pr
p+r

), varying the parameter γ (weight

of nuclei density feature). The best score F = 0.831 is obtained for γ = 0.6, which

means more weight for nuclei density and equal weight for color and texture as

α = β = 0.2.
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Figure 6.16: Quantitative evaluation of the results. F measure varying the
parameter γ for the segmentation of the 50 images.

2Precision is the probability that a pixel, indicated as belonging to the ONL by the segmen-
tation algorithm, is truly on ONL pixel. Recall is the probability that an ONL pixel is correctly
detected by the algorithm.
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We find that the performance does not degrade significantly by using a higher

weight for nuclei density (F = 0.825 for γ = 0.8 and F = 0.830 for γ = 1), since

the color and texture information is embedded while computing the candidate

nuclei positions.

6.5 Summary

We described methods for segmenting and classifying the retinal layers which

are able to manage the inherent complexity of retinal images due to the hetero-

geneity in regions/layers.

We proposed a tile-based ONL segmentation method based on texture, HTD.

The SVM trial for identifying the ONL in the normal cat retina achieved promising

result as an average of 92% accuracy. Additionally, the ONL segmentation was

extended to multiple layer segmentation. The main idea is to combine low-level

image features (color and texture) with high-level information (the relationship

between antibodies used and retinal layers). A set of rules which maps an antibody

used to visual appearance of layers within an image, was explored. For a given

image, two coarse label maps were assigned based on color and texture. The

resulting coarse label maps were combined as a single label map and refined by

iterative spatial relationship analysis. The result of applying the proposed method

to 142 images of normal cat retinas was an average accuracy of 76%. Most errors

occurred in the block which contains a boundary between two layers, which is a

typical problem of a tile-based approach. The segmentation results can be used as

a basic semantic element in retinal image representation to locate cells of interest

and to determine changes in protein distribution. We also find the segmentation
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results useful for building a searchable database by image content [11].

Finally, we presented a method to accurately segment the boundary of the

ONL in retinal images in the variational segmentation framework. We exploit the

nuclei density calculated using candidate nuclei positions (proposed in Chapter 4)

as a high-level information to handle the heterogeneity of the retinal images. The

segmentation accuracy is greatly improved by using our nuclei density feature.

The segmentation result is also useful for automating further analysis such as

counting photoreceptor nuclei within the ONL and characterizing the structural

distortions of the layers described in Section 5.3.
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Chapter 7

Modeling The Retinal

Detachment Process

“All models are wrong, but some models are useful.”

Jitendra Malik

Retinal detachment continues to be a significant cause of visual impairment.

There are surgical procedures that physically reattach the retina, however, the

visual outcome is unpredictable in spite of the high rate of surgical success. For

that reason, understanding the effects of detachment (and reattachment) become

even more important. Confocal microscopy can yield insight into the nature of the

cellular processes of a retina that have been disrupted by retinal detachment, and

can provide information about the changes in cell morphology and the expression

patterns of specific proteins associated with retinal detachment. Characterizing

these changes may help us to understand the cellular mechanisms initiated by

retinal detachment, and ultimately facilitate the discovery of therapeutic agents

that may reduce the damaging effects of detachment or improve the outcome of
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reattachment surgery. Quantitative measurements of the retina (e.g. photorecep-

tor cell density and thickness of the outer nuclear layer (ONL)) provide the basis

of an understanding of biological changes to retinal detachment, however, they

are not sufficient to explain the involvement of a cell’s multiple constituents or

multiple proteins in complex cellular mechanisms. This in turn requires quantita-

tive modeling for learning the underlying relationships, to explain both relatively

simple modules of molecular machinery of the cell, and to achieve system-level

understanding of retinopathy (disease of retina) induced by detachment.

The primary objective is to model the retinal detachment process in order

to understand the protein-protein interactions within the retinal cells as well as

interactions between cells. The Bayesian network framework is ideally suited to

study this problem. A Bayesian network is constructed with quantitative features

derived from retinal images under different experimental conditions. The con-

structed network predicts causal influences of experimental conditions on thick-

ness, cell density, and protein expression levels, which are traditionally reported

relationships. The network also predicts interactions between proteins that have

not been reported: a relationship among rod opsin, glial fibrillary acid protein

(GFAP), and cell density. This predicted relationship is consistent with the trend

captured by quantitative analysis and the tentative hypothesis. Furthermore, a

Bayesian network is applied to characterize the effect of detachment in genetic

mutant mice. A finding from the constructed network confirms the plausibility of

a new treatment (gene therapy) by exploring the relationship between retinal de-

tachment and genetic effects, where there is little knowledge of the relationships.

The developed model is useful to interpret the experimental data and to develop
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new hypotheses for future experiments.

7.1 Introduction

It is important to understand the fundamental cellular events that occur after

detachment and reattachment that have the potential to significantly affect the re-

turn of vision after successful reattachment [27]. Recent advances in bio-molecular

imaging, in particular confocal microscopy, promise to yield insight into the na-

ture of cellular processes of the retina involved with retinal detachment, especially

providing information about the changes in cell morphology and the expression

patterns of specific proteins associated with retinal detachment. Characterizing

these changes helps us to understand the cellular responses to retinal detachment

and the generation of secondary effects due to detachment/reattachment.

Most of the analysis thus far has focused on identifying differential measure-

ments, which provide a snapshot of the level of morphological changes for retinal

layers and multiple proteins. While these quantitative measurements of a retina

provide the basis of biological changes to retinal detachment, they are not sufficient

to explain the complex cellular mechanisms. For example, a number of measure-

ments have been developed to differentiate protein expression within Müller cells

and rod photoreceptors corresponding to normal and detached retinas. Cell den-

sity and thickness profiles have been used to characterize the structural distortion

of the ONL in response to retinal detachment. With these quantitative features,

we can support the reported qualitative observations of individual events [27]: 1)

GFAP within Müller cells are massively spread throughout the ONL; 2) rod opsin

proteins are redistributed in the cytoplasm of the cells within the ONL; 3) cell
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density and the thickness are decreased after detachment. However, a detailed

interpretation of the relationship between these features which improves the un-

derstanding of the genesis of retinopathy of detachment remains incomplete; for

example, it is still not well understood whether the upregulation of GFAP effects

the change in cell density within the ONL. Moreover, there is increasing evidence

that retinal detachment does not involve an independent cellular response, but a

complex interaction between cells and their environment [27].

Figure 7.1 (from [53]) suggests a tentative hypothesis regarding the pathway of

retinopathy of detachment. The hypothesis in Figure 7.1 is from the combination

of a long series of results from studies of individual events. It requires the analysis

of individual events, such as photoreceptor cell death, and the associated correla-

tion among the results, such as hypertrophy of Müller cells and failure of glutamate

recycling by Müller cells. Statistical modeling techniques are very useful in cap-

turing such complex interactions between cells and their associated environments.

To properly understand normal cellular responses and their changes in response to

retinal detachment, we use a Bayesian network. Bayesian networks have a num-

ber of advantages for modeling the retinal detachment process. Bayesian networks

can represent complex relationships among multiple interacting proteins and their

probabilistic nature can accommodate the incomplete, noisy, and uncertain data

which is inhererent in biological data. A detailed understanding of retinal detach-

ment via modeling can provide opportunities to test therapeutic agents that may

reduce the damaging effects of detachment or improve the outcome of reattach-

ment surgery. This understanding may also reveal information that leads to an

understanding of other causes of blindness rooted in retinal defects or injuries.
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Figure 7.1: Hypothesis of the genesis of retinopathy of detachment. This is a
graphical illustration of the conventionally accepted hypothesis in [53]. The first
three stages of genesis have a relatively strong empirical base. The sequence of
events at stage 4 is more speculative. [53] suggested that the glial responses to
detachment are mediated by signals from surrounding neurons as they undergo
death or deconstruction. The drawing is courtesy of Geoffrey Lewis [53].
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This chapter is organized as follows. We first introduce a Bayesian network

approach and its use in modeling the retinal detachment process (Section 7.2.1).

The partially unknown structure of the network is learned from the experimental

data so that the model can corroborate the observations and reproduce the data

that have been observed. A complete network structure learned from the retinal

images is presented. In Section 7.2.2, we introduce the interesting influence con-

nection between rod opsin, GFAP, and cell density. This predicted relationship

is supported by a quantitative analysis and a tentative hypothesis. Finally, the

constructed Bayesian network is applied to characterize the effect of detachment

in genetic mutant mice (Section 7.3). An interesting finding from the constructed

network confirms the plausibility of a new treatment (gene therapy) by exploring

the relationship between retinal detachment and the genetic defect, where there

is little knowledge about these relationships.

7.2 Modeling Retinopathy using Bayesian Net-

works

A Bayesian network is a compact graphical representation of multivariate joint

probability distributions for a set of variables. Nodes represent random variables

(e.g. the thickness of the ONL) and arcs (directed lines between nodes) represent

statistical dependence between variables. The network structure and parameters

can be statistically inferred from the observed data. Since the network inference

algorithm approximates the most likely model that closely predicts the observed

data, a large amount of data is required to estimate the parameters of the network.
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The number of features computed along the median curve of the ONL (e.g. local

cell density, thickness, and protein expression level) provide a statistically large

set of samples that enable Bayesian network inference to accurately predict the

pathway of retinopathy. The first three stages shown in Figure 7.1 have a strong

empirical support [53], and this partial structure is used to reduce the search

space of possible models and also constrain the model approximations in a more

biologically plausible way. Figure 7.2 shows one possible workflow for analyzing

retinal images data using Bayesian networks.

Confocal 
microscopy

label with the lectin, 
antibodies to rod 
opsin and GFAP

Feature     
extraction

extract features 
from each image

…

normal
1day after 

detachment

7days after 
detachment

…

Sample 
preparation

Bayesian 
network 
analysis

Recovered 
networks for 

the underlying 
structures

Figure 7.2: Workflow for analyzing retinal images using Bayesian networks.

7.2.1 Bayesian networks construction

We focus on modeling the events related to photoreceptor death/deconstruction,

Müller cell proliferation, and microglial activation in response to detachment (Fig-

ure 7.3). Since these events are well studied [44], we can use the established ob-

servation as a biological basis to evaluate the relevance of the recovered structure.

The main goal is to find the dependence among photoreceptors, Müller cells and

microglia based on individual cellular responses.
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ONL

GCL

OS

(a) (b) (c) (d)

Figure 7.3: A series of confocal images of normal and detached retina show-
ing the labeling of rod opsin (red), microglial cells (green), and intermediate
filament protein GFAP (blue). (a) Normal retina. Only the layer of rod outer
segments (OS) labels heavily with antibody to rod opsin. The lectin (green)
labels microglia in the inner plexiform layer (IPL) (arrow) and blood vessels in
the retina and choroid. GFAP is concentrated in the endfeet of the Müller cells.
(b) Retina detached for 1 day. Rod OS begins to degenerate, lectin labeled
cells are observed, and Müller cells upregulate GFAP expression. (c) Retina
detached for 7 days. Anti-rod opsin is present in the degenerating OS and in
the plasma membrane of rod photoreceptors in the ONL. Lectin labeled cells
with varied morphologies are distributed throughout the inner and outer retina
and in the OS layer. Anti-GFAP labeling extends throughout the retina. (d)
Retina detached for 28 days. Anti-rod opsin labeling illustrates the extensive
OS degeneration and redistribution of protein. Numerous lectin labeled cells
are present throughout retina and in the subretinal glial scar (arrow) labeled
with anti-GFAP.

Compute features from retinal images

Images were collected from normal (attached) and detached retinas (1, 3, 7,

and 28 days of detachment). For a given image, we measure the thickness, density,

distortion indices of thickness and density, and protein distributions within the

ONL. To calculate these features, the boundary of the ONL is automatically

segmented using graph partitioning active contours (GPAC) with nuclei density

information (Section 6.4). We compute a median curve and use it as a basis for
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the measurements (Section 5.3). Once the median curve is extracted, it is used

to measure the thickness of the ONL, the density of the photoreceptors, and the

protein expression levels of rod opsin, lectin, and GFAP. For every location si along

the median curve, a line l(si) orthogonal to that median location is constructed

and extended outward to the ONL boundary (Figure 7.4). The thickness at each

median location si is defined as the length of l(si). To compute the density and

the protein expression levels, a sliding window A(si) bounded by l(si− k · ds) and

l(si + k · ds) is constructed, where k is an integer parameter controlling the size of

A(si) and ds is the finite length element between adjacent median points (Figure

7.4).

si

l(si-kds)
l(si+kds)
l(si)

A(si)

Figure 7.4: Extracting features from the ONL. The median curve, ~l(si), and
highlighted region A(si). At each median point si, the thickness is computed as
a length of l(si) and the density is defined as the number of photoreceptor nuclei
within A(si) divided by the area of A(si). Similarly, the protein expression level
is defined as the average intensity within A(si).

The density is defined as the number of photoreceptor nuclei located inside

A(si) divided by the area of the A(si). The protein expression level is defined as the
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average intensity within A(si). The distortion indices of the thickness and density

are computed from the thickness and density profiles within a sliding window

A(si). In summary, eight features are used as a complete data set: thickness

at si, cell density at A(si), Rod opsin expression within A(si), Lectin labeling

within A(si), GFAP expression within A(si), distortion index of the thickness

profile within A(si), and distortion index of the density profile within A(si), the

experimental conditions (Table 7.1). On average 400 feature vectors are extracted

from each image.

Table 7.1: Features derived from the ONL in retinal images.

Feature Meaning

Thickness thickness of the ONL at si (Section 5.3).
Cell density photoreceptor density within a sliding window A(si) (Section 4.2).
Rod opsin average intensity of rod opsin expression within a sliding window A(si).

Lectin average intensity of lectin labeling within a sliding window A(si).
GFAP average intensity of GFAP expression within a sliding window A(si).

DIthickness distortion index of the thickness profile within A(si).
DIdensity distortion index of the density profile within A(si).

Exp experimental conditions of detachment.

Learning a Bayesian network

Learning the structure, G, of the Bayesian network is a very challenging prob-

lem. The number of potential networks in n nodes is super-exponential in n [17].

For example, in just eight nodes, there are 7.8×1011 potential networks [17]. The

most common approach to discover the structure of Bayesian network from the

data is to define a space of graph models to consider, and set up a scoring function

that evaluates how well a model predicts the data. An optimization algorithm is
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used to search for the high-scoring model. We use an asymptotic approximation

to the full posterior probability called Bayesian information criterion (BIC) [73],

which is defined as follows:

log P (G|D) ≈ log P (D|G, θ̂)− log N

2
|G|, (7.1)

where D is the data, N is the number of samples, θ̂ is the maximum likelihood

estimate of the parameters θ, |G| is the number of parameters θ. The parameters

consist of local conditional probabilities, p(xi|pa(xi)) , where pa(xi) is a parent

node of xi.

We construct a Bayesian network with eight variables x1, . . . , x8 which are the

computed features from the image and the experimental condition. Figure 7.5

illustrates the pathway of retinal detachment represented as a Bayesian network.

Exp normal, 1days, 3days, 7days and 28 days of detachment

Thickness 
Müller Cells

Ph t t

Cell 
DensityDIThickness 

Photoreceptor

DIDensity
Microglia

Figure 7.5: The pathway of retinal detachment represented as a Bayesian net-
work. Each node represents a feature extracted from a retinal image. A solid
line denotes a connection based on biological knowledge. The rest of the missing
arcs will be learned through an inference algorithm.
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Some of the arcs between nodes (solid arrows) are already connected based on bio-

logical knowledge. There are still missing connections among nodes; for example,

no arc between node GFAP and node Lectin indicates the unknown connection

between these two. The complete structure, G, including the dependencies be-

tween variables are found through hill climbing algorithm using BIC as a scoring

function.

Experimental results

95 digital images of normal (10 images) and detached feline retinas (14, 14,

14, and 43 images for 1, 3, 7 and 28 days of detachment) were generated with

an Olympus FluoView laser scanning confocal microscope from tissue sections.

Tissues are labeled with isolectin B4 and antibodies to rod opsin and GFAP. From

each of these images, the feature vectors described in Table 7.1 are computed. On

average 400 feature vectors are computed from the ONL in each image. The ONL

boundary is automatically segmented using GPAC with nuclei density information

(Section 6.4). We compute thickness, cell density, average intensity of rod opsin

and GFAP from the each point on the median axis of the ONL. Distortion indices

of thickness and density are also computed. 38,000 data points are collected from

95 images and we sample 9,500 data points to learn the structure. The data

values in each dimension of 8-dimensional data point are discretized into three

categories: low, medium, and high. Since there are still many possible structures

(7.8 × 1011) for eight nodes, we use a greedy hill climbing algorithm [60, 34] to

search the optimal network. We start with a candidate network (Figure 7.5), and

consider a set of potential modifications, such as addition, removal or reversal of
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an edge between nodes. The scoring function, BIC, is evaluated for every modified

network. The highest-scoring modified network becomes the current candidate,

and the process is repeated until no modified network scores higher than current

candidate. Kevin Murphy’s Bayes net toolbox [61, 60] is used to find the best

network structure.

The resulting causal network structure found through greedy hill climbing

algorithm is shown in Figure 7.6. Some results are not surprising, for example, the

causal influence of experimental conditions on thickness, cell density, and protein

expression levels. On the other hand, the subnetwork associating changes in cell

density and expressions of rod opsin and GFAP with detachment at different time

points is quite interesting. This is the first time that these associations have been

modeled in a quantitative manner that is reproducible.

However, the question remains as to how good the selected model is. To answer

this, we compute the posterior probability of network structure as follows [34]:

P (G|D) =
P (G)P (D|G)

P (D)
, (7.2)

where P(D) is a normalization constant that does not depend on the structure.

Since the scoring function estimates maximum likelihood of posterior probabil-

ity of network, the recovered structure G more likely approximates the observed

data as P (G|D) → 1. The posterior probability P (G|D) of constructed network

structure is ' 1 (1+1.1×10−12), indicating the recovered structure most likely

approximates the data.
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expected

not confirmedExp
verified

p(GFAP|Rod opsin)Müll C ll p(GFAP|Rod opsin)

Rod opsin Low Medium High

Low 0.71 0.19 0.10

Medium 0.23 0.48 0.29

Thickness 
Müller Cell

Photoreceptor

p(Cell Density| Rod opsin, GFAP)

High 0.11 0.25 0.64Cell 
DensityDIThickness 

Rod opsin GFAP Low Medium High

Low Low 0.07 0.04 0.89

Low Medium 0.12 0.12 0.76

Low High 0.39 0.29 0.32

DIDensity

Microglia
g

Medium Low 0.13 0.37 0.50

Medium Medium 0.11 0.46 0.43

Medium High 0.67 0.20 0.13

High Low 0.18 0.25 0.57

p(Lectin|GFAP)

Lectin Low Medium High
g o 0 8 0 5 0 5

High Medium 0.40 0.32 0.28

High High 0.61 0.28 0.11

Low 0.80 0.15 0.5

Medium 0.20 0.35 0.45

High 0. 07 0.13 0.80

Figure 7.6: A recovered Bayesian network of the retinal detachment process and
example conditional probability table. The posterior probability P (G|D) ≈ 1,
indicating the recovered structure most likely approximates the data.

7.2.2 Confirmation of predicted network connections

To evaluate the biological relevance of the recovered structure, we compare

each arc with the relationship reported in the literature [27, 53, 44]. Arcs are

categorized into three classes:

• expected: constructed from the observed dependence,

• not confirmed: the causal relationship is revealed by a Bayesian network,

yet the biological explanation is not clear,
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• verified: the link between the nodes are not well known, however, we are

able to interpret biological meaning and also find the images to support it.

Rod opsin, GFAP, and cell density

Figure 7.7 shows a subnetwork with its conditional probability table. The

influence of GFAP and rod opsin on cell density presents the direct relationships

between the expression of rod opsin and GFAP, and photoreceptor cell density.

The connection predicts that upregulation of the protein expression level is as-

sociated with the cell density which is related to photoreceptor cell death. More

interestingly, the conditional probability, p(Cell density|Rod opsin, GFAP), sug-

gests that the upregulation of rod opsin and GFAP decreases the cell density of

photoreceptors (highlighted rows in Figure 7.7).

p(Cell Density| Rod opsin, GFAP)

R d i GFAP L M di Hi hMüller cellPhotoreceptor Rod opsin GFAP Low Medium High
Low Low 0.07 0.04 0.89

Low Medium 0.12 0.12 0.76

Low High 0.39 0.29 0.32

Müller cellPhotoreceptor

Medium Low 0.13 0.37 0.50

Medium Medium 0.11 0.46 0.43

Medium High 0.67 0.20 0.13

High Low 0 18 0 25 0 57

Cell 
Density High Low 0.18 0.25 0.57

High Medium 0.40 0.32 0.28

High High 0.61 0.28 0.11

Density

Figure 7.7: Recovered relationship between protein expression levels and cell
density. p(Cell density|Rod opsin,GFAP) suggests that the upregulation of rod
opsin and GFAP decrease photoreceptor cell density. The highlighted rows are
reported in [44, 27].

To validate this prediction, we first take a look at the trend of each of these
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features (the expression level of GFAP and rod opsin) in response to detachment.

Figure 7.8 summarizes the changes in cell density and protein expression levels.

In Figure 7.8, Y axis in the left denotes the cell density and one in the right

represent the protein expression levels. After detachment, the photoreceptor cell

density is decreased while the expression of GFAP within the ONL is monoton-

ically increased. Rod opsin expression is increased after detachment and begins

to decrease after 7 days of detachment. This decrease might be related to the

decrease in number of photoreceptors so there is less cytoplasm for protein to be

redistributed. There is also a tentative hypothesis suggesting that photoreceptors

stop producing rod opsin at certain time points after detachment. The predicted

connection is consistent with the trend captured by quantitative analysis and this

hypothesis.
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Figure 7.8: Quantitative analysis of cell density and protein expression levels.
Cell density is decreased after detachment. Rod opsin expression is increased
after detachment and begins to decrease after 7-day detachment. GFAP ex-
pression continues to increase, implying the negative relationships with cell
density. The observed trend confirms the relevance of the connection shown in
Figure 7.7.
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Figure 7.9 shows an example image of 3 days of detached retina and its three

profiles along the median axis of the ONL. The cell density decreases where high

GFAP expression is detected, which suggests that GFAP expression caused by

Müller cell hypertropy takes up the space within the ONL due to cell death and

ultimately leads to a decrease in cell density. It is still not clear how the rod

opsin expression is related to cell density, but the connection is supported by the

quantitative analysis.

(a)
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GFAP
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(b)

Figure 7.9: Example image with the profiles of cell density and protein expres-
sions. (a) Example image of a section from a 3 day detached cat retina. The
ONL boundary (white) and median axis (green) are overlayed. (b) Profiles are
computed from the median axis of the ONL. Photoreceptor cell density, rod
opsin expression, and GFAP expression are illustrated starting at the top. As
rod opsin and GFAP expression increase, cell density decreases.
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GFAP, Rod opsin, and Lectin

The results denoted as “not confirmed” in Figure 7.6 are interesting. Figure

7.10 shows a subnetwork containing three nodes (GFAP, rod opsin, lectin) with

its conditional probability table. For example, a connection between GFAP and

Lectin suggests that upregulation of GFAP promotes microglial cell activation. A

relationship between Müller cells and microglia after detachment has been pro-

posed, yet this interaction is speculative. The influence of rod opsin on GFAP is

also difficult to interpret.

p(GFAP|Rod opsin)

Rod opsin Low Medium High

Low 0 71 0 19 0 10

Photoreceptor

Low 0.71 0.19 0.10

Medium 0.23 0.48 0.29

High 0.11 0.25 0.64

Müller Cells
p(Lectin|GFAP)

Lectin Low Medium High

Low 0.80 0.15 0.5

Medium 0.20 0.35 0.45Medium 0.20 0.35 0.45

High 0. 07 0.13 0.80Microglia

Figure 7.10: Recovered relationship among protein expressions of GFAP, rod
opsin, and lectin. p(Lectin|GFAP) suggests that the upregulation of GFAP
promotes microglial cell activation.
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7.3 Characterizing the Effect of Retinal Detach-

ment in Genetic Mutant Mouse

Retinoschisis

Retinoschisis (RS) is an X-linked inherited disease that causes blindness in

humans through the mutation of a protein called ‘retinoschisin’. The mutation

results in the spontaneous formation of breaks or tears in the retina as shown in

Figure 7.11. Blindness results from this physical splitting of the retina where holes

cause severe tissue degeneration. A possible treatment to prevent blindness is to

replace the defective gene by injecting viral vectors carrying the gene. This cre-

ates a retinal detachment, however, and little is understood about the additional

damage caused by retinal detachment in combination with the missing gene.

ONL

INL

Figure 7.11: Example image of a section from retinoschisin knockout (RSKO)
mouse retina mimicking retinoschisis. The lack of the protein, retinoschisin,
results in the spontaneous formation of breaks or tears in the retina (denoted
by white arrows).
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The retinoschisin knockout (RSKO) mouse, a mouse that has been genetically

modified to lack the RS gene, is a standard model for the human disease RS. Steve

Fisher’s group recently started using the RSKO model to study the detachment

caused by this gene therapy. More specifically, we would like to use the Bayesian

network model developed in the previous section to determine quantitatively the

effect of retinal detachment in the mutant mice. Based on quantitative measure-

ments of the images, the general defect of RS is derived from the comparison

between the RSKO and wild type (WT) (i.e. normal) mice (Section 7.3.1). The

defect is used as a basis to characterize the additional damage in RSKO mice

due to the detachment (Section 7.3.2). Finally, extracted features are fed into

a Bayesian inference algorithm to learn the interaction between features. From

the constructed network, we find that the underlying retinal changes following

retinal detachment induce a reduction in the size of existing retinal cavities (Sec-

tion 7.3.3). This finding has not previously been reported and may lead to a new

approach for diagnosis and treatment of RS.

7.3.1 Quantifying the defect of RSKO mice

Before characterizing the effect of the detachment, we compared the retinas of

WT to those of RSKO mice to quantify the defect of aberrant gene. Using it as

a basis, we can accurately characterize the additional damage to the retina due

to the detachment. Figure 7.12 displays an example image of normal retina of

WT and RSKO mice. In the RSKO mouse (Figure 7.12 (b)), a number of retinal

cavities are observed in the inner nuclear layer (INL). The expression of GFAP is

increased and the outer segments (OS) are shortened compared to the WT mouse.
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INL
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(a)

ONL

INL

OS

50μm

retinal cavity

(b)

Figure 7.12: Comparison between WT and RSKO mice. Images are double
labeled with antibodies to rod opsin (red) and GFAP (green). (a) A normal
retina from a WT mouse. (b) An normal (attached) retina of RSKO mouse.
A number of cavities (holes) are shown in the INL (denoted as a white arrow).
Compared to WT, more GFAP is expressed throughout the retina, and the
ONL appears to be thinner.
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We also measure the cell density and distortion index of cell density (Figure

7.13). In RSKO mice, the number of photoreceptor nuclei was slightly decreased

compared to WT mice (49,976/mm2 vs. 51,764/mm2, Student’s t-test1 p < 0.007).

The distortion index is increased to 0.04 indicating there is more variation in the

local cell density profile; this is significant level of distortion index. This suggests

a spatial rearrangement of photoreceptors within the ONL.
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Figure 7.13: Photoreceptor cell density and distortion index of WT and RSKO
mice. (a) Cell density. The number photoreceptor nuclei in RSKO mice was
slightly decreased compared to WT mice (49,976/mm2 vs. 51,764/mm2, p <
0.007). (b) Distortion index of cell density. It measures the variation of the
local cell density profile. RSKO mice has a higher distortion index indicating
more rearrangement of photoreceptor nuclei.

Similarly the thickness of the ONL is significantly reduced in RSKO mice (40

µm vs. 59 µm, p < 1×10−17) (Figure 7.14). Considering the slight change in cell

density, this significant decrease of thickness implies that there is a smaller num-

ber (not density) of photoreceptors in RSKO mice. Additionally, the distortion

1Student’s t-test assesses whether the means of two groups are statistically different from each
other [82]. Usually the returned p value is less than 0.05, two groups are considered significantly
different.
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index of thickness indicates there is more structural distortion within the ONL

in RSKO mice. Usually, the distortion index of normal mouse retina is less than

0.1. In summary, the quantitative/qualitative data indicates that damage already

exists to the retina due to the aberrant retinoschisin gene, and is not caused by

detachment.
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Figure 7.14: Thickness of the ONL and distortion index of WT and RSKO
mice. (a) Thickness of the ONL. The thickness of the ONL is significantly
reduced in RSKO mice (40 µm vs. 59 µm, p < 1×10−17). (b) Distortion index
of thickness. Distortion index of thickness in RSKO mice increased significantly
indicating more structural distortion in the ONL.

7.3.2 Quantifying the effect of detachment in RSKO mice

Detachments were made in the right eyes of RSKO mice by injecting saline

between the retinal pigment epithelium (RPE) and neural retina, which mimics

gene therapy injections. The left eyes served as controls. Eyes were removed after

1, 7, and 28 days of detachment. It is known that mouse retinas detached with

saline will reattach spontaneously within 24 hours, thus, all retinas in the study are
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considered detached for 1 day followed by 0, 6, and 27 days of reattachment. 296

digital images (115, 68, 56 and 57 images for control, 1, 7, 28 days of detachment)

were collected using an Olympus FluoView confocal microscope. The size and

number of retinal cavities, the thickness of the INL and ONL, and the number of

photoreceptor nuclei are quantified.

Photoreceptor cell density

Following detachment/reattachment in RSKO, there is a slight decline in the

number of photoreceptors (Figure 7.15). It is not surprising that the number of

photoreceptors is decreased since it is a commonly observed cellular event initiated

by detachment. Note that the loss is marginal.
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Figure 7.15: Photoreceptor cell density of RSKO mice after 1 day of detach-
ment and reattachment. Following detachment/reattachment in RSKO, there
is further decline in the number of photoreceptors.

187



Modeling The Retinal Detachment Process Chapter 7

Thickness of the ONL and the INL

We find a large variation in the thickness of the ONL and the INL in RSKO

mice (Figure 7.16). We suspect that the thickness of the nuclear layers is affected

by the location of the retina in the eye; peripheral retina being thinner than

central retina. To eliminate this variation, we measure the thickness of the entire

retina. The thickness of the INL and the ONL is then normalized to the thickness

of the tissue. Following detachment/reattachment in RSKO mice, there is no

change in the thickness of the ONL with respect to the thickness of the tissue.

The ratio of thickness of the ONL to tissue remains the same at 0.21. On the

other hand, the ratio of the thickness of the INL to tissue decreases (0.33 to 0.3)

after detachment/reattachment. This can be explained by a decrease in the area

of retinal cavities within the INL after detachment/reattachment.
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Figure 7.16: Thickness of the ONL in RSKO mice after detachment. Thickness
of the INL (green), ONL (orange), and tissue (yellow) are measured. Following
detachment/reattachment in RSKO, there is no change in the thickness of the
ONL with respect to the thickness of the tissue. The ratio of thickness of the
ONL to tissue remains the same as 0.21.
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Retinal cavities

We manually draw the boundaries of retinal cavities as shown in Figure 7.17

(a). The number of cavities are counted from each image and normalized to the

length of the INL. The average area of the cavities is computed and normalized

to the area of the INL [(area of a hole/area of the INL)×100]). Additionally,

we extract the medial axis of the INL, the average area of cavities within sliding

window A(si) is measured from each median point. The window size is the same

as that used to measure the cell density in the ONL. The reason for measuring the

local average area of the cavities is to find a correlation between photoreceptor

cell density and the location of the cavities.

INL

GCL

OS

ONL

(a)

INL

GCL

OS

ONL
A(si)

(b)

Figure 7.17: Measuring features of the retinal cavities. (a) An example image
of RSKO mice with drawn retinal cavities. (b) A schematic drawing of mea-
surements. The number of cavities are counted and normalized to the length
of the INL. The average area of the cavities is computed and normalized to
the area of the INL. Similar to measurement of the ONL, the average area of
cavities within a sliding window A(si) is measured from each median point on
the medial axis of the INL.
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We find that the number of cavities within the INL does not change. Inter-

estingly, the average area of cavities is reduced after detachment/reattachment

(Figure 7.18 (a)). After a 28-day detachment/reattachment, the average area of

the cavities is decreased to 8.46% compared to RSKO (17.48 %, p < 1.5×10−10).

Figure 7.18 (b),(c), and (d) show the comparison between left eye (control) and

right eye (detached for 1 day followed by 0,6, 27 days of reattachment respectively)

from the same animal. In spite of the variation across the animals, the trend is

the same, i.e. the cavities are smaller after detachment. One possibility to explain

this is that the Müller cells (or RPE) begin to “pump” more fluid from the retina

after they become activated by detachment. Both of these cell types have specific

molecules designed for the removal of fluid. The idea needs to be tested through

further experiments.
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Figure 7.18: Quantitative analysis of retinal cavities. (a) The average area of
cavities is reduced after detachment/reattachment. The significant decrease
in the 7-day detachment/reattachment time point is due to variations among
animals. After 28-days detachment/reattachment, the average area of the cav-
ities is decreased as 8.46% compared to RSKO (17.48%, p < 1.5×10−10). (b)
Average area of the cavities after 1 day of detachment. The graph shows the
average area of cavities of three different animals. Some animals (animal ID:
1559, in the middle) show more retinal cavities than others. (c) Average area of
the cavities detached for 1 day followed by 6 days of reattachment. (d) Average
area of the cavities detached for 1 day followed by 27 days of reattachment. (b),
(c), and (d) illustrate the variation of area of cavities among animals. However,
the trend is still the same.
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7.3.3 Finding the relationships in RSKO mice using the

Bayesian network

We find that the average area of retinal cavities of 28 days detached retinas

is reduced by 51% compared to normal RSKO retina (p < 1.5× 10−10) (Section

7.3.2). This is unexpected and it is an open question as to what underlying

retinal changes following retinal detachment causes a reduction in the size of

existing retinal cavities (holes). To discover any relationships presented between

the features (photoreceptor cell density, the thickness of the ONL, and the average

area of the retinal cavities), we again used the Bayesian network approach.

For the Bayesian network, we first construct a network with four variables:

experimental conditions (control, 1 day, 7 days, and 28 days), photoreceptor cell

density, the thickness of the ONL, and the average area of the retinal cavities

within the INL. 100,000 data points are collected from 296 images but we use

10,000 data points to learn. The data values of each point are discretized into three

categories: low, medium, and high. We enumerate all 435 possible structures, and

score each structure. The highest scoring network is selected through the brute-

force search. The resulting causal network structure found through an exhaustive

search over all structures are shown in Figure 7.19. We find three high confidence

connections that appeared in at least 80% networks. Two of them are expected;

the experimental conditions affect both the cell density and the area of the retinal

cavities. These are supported by the quantitative analysis shown in Section 7.3.2.

The connection between cell density and the average area of cavities is more

interesting. To validate the biological relevance of the connection, the profiles of

thickness, cell density, and area of the cavities are analyzed. Figure 7.20 shows an
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expected

not confirmed
Exp

p(cell Density|Exp. cond.)

Cell density control 1d 7d 28d

L 0 12 0 10 0 30 0 58

Exp

Low 0.12 0.10 0.30 0.58

Medium 0.20 0.29 0.61 0.24

High 0.68 0.61 0.29 0.15

cell 
density 

area 
of cavities

p(area of Cavities|Exp. cond.)

area of Cavities control 1d 7d 28d

Low 0.11 0.54 0.31 0.59

Thickness 

Medium 0.10 0.39 0.40 0.34

High 0.79 0. 07 0.29 0.17

p(area of Cavities|cell Density)

area of Cavities Low Medium High

Low 0.24 0.23 0.51

Medium 0.23 0.35 0.24Medium 0.23 0.35 0.24

High 0.53 0.42 0.25

Figure 7.19: A recovered network of RSKO data and conditional probability
table. Through the exhaustive search of possible 543 networks, the highest
scoring network is selected. High confidence arcs which are appeared at least
80% of networks are displayed.

example image of an attached retina of a RSKO mouse, and its thickness, density

and area profiles. While the thickness profile of the ONL does not change across

the median axis of the ONL, the density of photoreceptors varies dramatically

(Figure 7.20 (b)). Additionally, the area of the cavities varies along the medial

axis of the INL correlates with a change in photoreceptor cell density. When we

calculate the Pearson product-moment correlation coefficient2 [81] between cell

density and area of cavities, the correlation coefficient is -0.54. According to

2It is a measure of the correlation of two variables X and Y measured on the same object,
that is, a measure of the tendency of the variables to increase or decrease together. For a set of
N data pairs (xi, yi), it is defined as follows:

Corrpearson(X, Y ) =
∑N

i=1(xi − x)(yi − y)√∑N
i=1(xi − x)2

√∑N
i=1(yi − y)2

,

where x and y are the means of the data X and Y .
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Cohen’s interpretation of the correlation coefficient [15]; a correlation of -0.54 is

regarded as a very large ‘negative’ correlation. The strong negative correlation

combined with the causal link from the network supports the hypothesis that un-

derlying retinal changes following retinal detachment causes a reduction in the size

of existing retinal cavities. It is still not clear how photoreceptors are associated

with the retinal cavities, and more work is needed to study these associations.
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Figure 7.20: Example image of RSKO mouse retina and its profiles. (a) An
attached retina of RSKO mouse labeled with antibodies to rod opsin and GFAP.
ONL boundary and medial axis are overlayed. The retinal cavities in the INL
are displayed in white. (b) Profiles of thickness of the ONL, photoreceptor
cell density, and the average area of the retinal cavities (from the top). Cell
density and the area of cavities shows a strong negative correlation (Pearson’s
correlation coefficient: -0.6076).

In summary, these data indicate that short term (1-day) detachments in RSKO

mice followed by a period of reattachment does not accentuate the damage to the

retina already underway due to the aberrant retinoschisin gene and may in fact

reduce the size of existing retinal lamellar cavities. This suggests that performing
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a subretinal injection for the delivery of therapeutic agents may be a viable option

in the treatment of retinoschisis.

7.4 Summary

We model the retinal detachment process using a Bayesian network, to analyze

the direct influence between proteins, and to understand the effect of detachment.

A Bayesian network constructed with quantitative features derived from retinal

images not only elucidates most of the traditionally reported relationships, but

also predicts correlation among rod opsin, GFAP, and cell density. Secondly, we

quantify the defect of the aberrant retinoschisin gene to characterize the additional

damage to the retina due to the detachment. Quantitative analysis and the con-

structed Bayesian network suggest that short term (1-day) detachments in RSKO

mice followed by a period of reattachment does not accentuate the damage to the

retina already underway due to the aberrant retinoschisin gene. Furthermore, a

new finding from the constructed network implies that the change in photorecep-

tor cell density causes a reduction in the size of existing retinal lamellar cavities.

This suggests that performing a subretinal injection for the delivery of therapeutic

agents may be a viable option in the treatment of retinoschisis.

We find that the developed model is useful for interpreting the experimental

data and to test hypotheses for future experiments. A detailed understanding

of retinal detachment via modeling can provide opportunities to test therapeu-

tic agents that may reduce the damaging effects of detachment or improve the

outcome of reattachment surgery. It may also reveal information leading to an

understanding other causes of blindness rooted in retinal defects or injuries.
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Chapter 8

Conclusions and Future Work

“It was six men of Indostan, To learning much inclined,

Who went to see the Elephant (Though all of them were blind),

That each by observation Might satisfy his mind.”

John Godfrey Saxe’s version of “The blind men and the elephant”

Bio-molecular images are very complex and rich in information, increasing

both the difficulty as well as the potential for image analysis and data mining.

Each image has unique characteristics, because these images typically obtained to

address specific questions or hypotheses. There is often a great deal of time and

labor involved in preparing the tissue or cells even before the images are taken,

and image acquisition itself can be very time and labor consuming. This thesis is

motivated by a desire to provide a detailed quantitative description of the images

that would help in a better understanding of the underlying biological processes.

Even though our approach has produced some tangible results for quantifying

the cellular changes of the retina, we acknowledge much remains to be done. We

conclude in the following with potential future research directions which we believe
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will advance the analysis of bio-molecular images.

8.1 3-D Image Analysis for Characterizing Mor-

phology of Cells/Tissues

We observed that it is difficult to analyze the morphology of cellular structures

using 2-D images. For example, a long thin structure like the axon of a neuronal

cell can appear as either a circle or a line depending on the sectioning orientation.

Additionally, the geometrical relationships among cells may be misinterpreted

using 2-D images. It is necessary to reconstruct the 3-D view of the structure

for analyzing the morphology of a single cell and geometrical relationship among

cells.

The primary value of a confocal microscope is its ability to create optical

sections through a 3-D specimen. Moreover, it is possible to reconstruct 3-D

volumetric representations by assembling a stack of 2-D images along the vertical

axis (i.e. z direction). This property of the confocal laser scanning microscopy

(CLSM) is fundamental for solving 3-D biological problems where information

from regions distant from the plane of focus can obscure the image (thick objects

such as brain or retina). The pixel size in the z-direction is much larger than the

xy-direction leading to a challenge in computing features in 3-D. We, however,

foresee that the extension of our approach to 3-D worth pursuing to provide more

accurate information of the cellular structure of retina. Reconstructing a 3-D view

will be of immediate benefit in answering numerous questions ranging from the

branching pattern of a single cell (e.g. ganglion cell) to the interaction between
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the second-order neurons and Müller cells.

8.2 Integrated Image Analysis of Multiple Scale

and Multiple Modalities

We investigated high resolution retinal imaging techniques: CLSM, transmis-

sion electron microscope (TEM), and high resolution transmitted light micro-

scopes. These techniques are used depending on the goal of the study and each

imaging technique reveals information about a tissue in different scales (from

molecular to cellular) and resolutions (from nm to µm). When biologists want

to confirm an observation made from CLSM, they turn to TEM for more de-

tailed and structural information. With the increasing availability of biological

structural data that spans multiple scales and imaging modalities, it is required to

develop a method to integrate the information from multiple scales and modalities.

While a number of methods have been developed to represent subcellular, cellular,

and tissue structure at different scales and modalities, few have been explored the

fusion of such information. Building a hierarchical model that interconnects multi

scale data sets, and represents a realistic model, is a very challenging problem.

However, the potential benefit is great, by providing simulation of retinal tissue

after injury that will rapidly promote the understanding of cellular mechanisms

of retina.
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8.3 Visualization of Retinal Detachment

Cellular responses from different time points give crucial information about

cellular mechanisms underlying the complex responses to retinal detachment and

reattachment. Additionally biologists want to extrapolate information found for

one species to another, and in doing so find general information true for a range of

species, for example all mammals. One possible solution to capture time-varying

quantitative information within and across species is to compose a visualization

demonstrating biological changes in time. This information is presented in a pic-

ture consisting of quantification information interpolated from statistics of features

from the observed data set. First, we need to model changes in the morphology

of a single cell such as a cone photoreceptor over time. For example, features

such as shape, number of cells and texture are calculated from data sets at each

time point. This data will be fitted to a time-varying model. The picture at an

arbitrary time point will be synthesized to fit interpolated statistics derived from

the model. The ultimate goal is to synthesize a retinal image at any arbitrary

time point capturing all the changes in features corresponding to cells in a retinal

image.

8.4 Summary

We developed novel methods for quantitative analysis and modeling of confo-

cal retinal images. We proposed an automated nucleus detection method which

provides reliable and consistently accurate results for counting cell nuclei. The nu-

cleus detector greatly reduces the variability across experiments and the sampling
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error caused by picking a subset of data to analyze. Additionally, we proposed

quantitative measurements to characterize the structural distortion of retina, in-

cluding layer thickness, local cell density, and distortion indices. We found that

the quantitative analysis for retinal images not only corroborates the conclusions

derived from manual measurements and qualitative assessments, but also provides

new information about structural changes during retinal detachment. Finally, we

proposed a quantitative modeling of retinal detachment process for learning com-

plex interactions between cells, proteins, and their environment. We investigated

the use of Bayesian networks as a statistical modeling tool to build a model for

analyzing direct influence among proteins associated with retinal detachment.

The constructed network implies the interaction between cells and protein, for

example, the correlation among cell density, glial fibrillary acid protein (GFAP),

and the distribution of rod opsin, after detachment. We found that a detailed

understanding of retinal detachment via modeling can provide opportunities to

test therapeutic agents that may reduce the damaging effects of detachment or

improve the outcome of reattachment surgery.

Statistical modeling in combination with quantitative analysis provides biol-

ogists with the opportunity to resolve the problem which could not be solved

before, and further leads to novel findings in cell biology.
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Glossary

agarose

A natural colloid extracted from sea weed used to make gels. Agarose gels
are formed by suspending dry agarose in an aqueous buffer, then boiling the
mixture until a clear solution forms. This is poured and allowed to cool to
room temperature to form a rigid gel. Agarose is used to embed tissue for
confocal imaging. 24

alpha36H

The specific extracellular matrix molecules. An antibody is used to label
unknown chondroitin sulfate proteoglycan 143

apical

The apical membrane of a polarized cell is the part of them plasma mem-
brane that forms its lumenal surface. 11

axon

A long process that emerges from the cell body of a neuron. Axons transmit
messages ? like a feeling of pain or a command to move ? throughout the
body under the form of an electrical signal. 11, 13, 14, 19, 20

Bayesian network

A probabilistic graphical model that describes statistical independencies be-
tween multiple variables. 8, 55, 67, 68, 70, 165, 167, 169, 173, 174, 177, 182,
192, 195

cross section

A vertical section of retina illustrating all layers. 3, 6, 30
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CD44

A cell-surface glycoprotein involved in cell-cell interactions, cell adhesion
and migration. In retina, CD44 is localized to Muller cell apical microvilli.
135, 143

choroid

The vascular layer of the eye lying between the retina and the sclera. The
choroid provides oxygen and nourishment to the outer layers of the retina.
13

CIELab

A color space, defined in terms of L∗,a∗, and b∗ coordinates, in which equal
distances in the space represent approximately equal color differences. 154

closing

Morphological operation defined as a dilation followed by an erosion. Closing
tends to smooth sections of contours, but it generally fuses narrow breaks
and long thin gulfs, eliminates small holes, and fills gaps in the contour. 116

DAPI

4’-6-Diamidino-2-phenylindole (DAPI) is a fluorescent stain that binds strongly
to DNA. It is used extensively in fluorescence microscopy to recognize a nu-
cleus of a cell. 92, 95, 101

dendrites

The dendrites are numerous and extend from the cell body of the neuron.
They allow for a large number of neurons to interconnect forming a network.
The dendrites detect the electrical signals transmitted to the neuron by the
axons of other neurons. 11, 13, 17–20, 32

electron micrographs

A photographic reproduction of an image formed by the action of an electron
beam. 28, 29

fluorescent

A luminescence that is mostly found as an optical phenomenon in cold bod-
ies, in which the molecular absorption of a photon triggers the emission of
another photon with a longer wavelength. Usually the absorbed photon is
in the ultraviolet range, and the emitted light is in the visible range, but
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this depends on the absorbance curve and Stokes shift of the particular
fluorophore. 3, 25, 32, 36, 37

glial cells

Glial cells are maintenance and support cells that provide support and nu-
trition in the central nervous system (CNS). There are two basic types of
glial cells, Müller cells and astrocytes. 21

ground truth

Any measurement of an observed quantity that can be used to validate or
verify a new (often remote sensing) measurement or technique [from glossary
of metrology]. 81, 83, 85

histogram equalization

A method in image processing of contrast adjustment using the image his-
togram. Through this adjustment, the intensities can be better distributed
on the histogram. This allows for areas of lower local contrast to gain a
higher contrast without affecting the global contrast. Histogram equaliza-
tion accomplishes this by effectively spreading out the most frequent inten-
sity values. 37

H & E

Haematoxylin and Eosin, description=Hematoxylin stains tissue a deep blue
while eosin stains a deep red. Depending upon the tissue, all cells are com-
posed of a nearly infinite combination of the various hues and shades of
these two stains. Most cells have a reproducible staining pattern, regardless
of the tissue. 95, 97

hyperoxia

Hyperoxia is excess oxygen in body tissues or higher than normal partial
pressure of oxygen. 24

image analysis

Techniques involves the quantification and classification of images and ob-
jects of interests within images. 39

image processing

Any technique which alters and displays in more tangible form, the infor-
mation contained in images. 25
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immunocytochemistry

A technique that uses antibody probing to locate the position of a protein
in a tissue. 24, 27, 32, 33

immunofluorescent

Immunofluorescence staining. The labeling of antibodies or antigens with
fluorescent dyes. Immunofluorescent labeled tissue sections are studied using
a fluorescence microscope or by confocal microscopy. 10, 132, 136, 141

interdigitate

To become interlocked like the fingers of folded hands. 11

invaginations

A form or shape resulting from an infolded tissue. 17

microglia

Macrophages that migrate into the retina during development and become
quiescent in the adult until activated (by injury, disease, and the like). 135

microvilli

The microvilli are tiny, hairlike structures on the surface of epithelial cells
involved in absorption and secretion. 11, 13

morphological operations

Image processing techniques based on mathematical morphology. They are
useful in the representation and description of region shape, such as bound-
aries, skeletons, and convex hull. There are two primary operations: dila-
tion and erosion. They are related to convolution but are more for logical
decision-making than numeric calculation. Like convolution, binary mor-
phological operators such as dilation and erosion combine a local neighbor-
hood of pixels with a pixel mask to achieve the result. Dilation, in general,
causes objects to dilate or grow in size; erosion causes objects to shrink.
The amount and the way that they grow or shrink depend upon the choice
of the structuring element. 116

neuropil

A dense intricate feltwork of interwoven fine glial processes, fibrils, synaptic
terminals, axons, and dendrites interspersed among the nerve cells in the
gray matter of the central nervous system. 17

212



PDEγ

Phosphodiesterase γ. Anti-PDE γ labels rod and cone outer segments (OS)
as well as the entire cone cell. 16, 30

Poisson distribution

Expresses the probability of a number of events occurring in a fixed period
of time if these events occur with a known average rate, and are independent
of the time since the last event. 36

postsynaptic

The cell whose membranes receive neurotransmitter after its release by an-
other cell (the presynaptic cell) at a synapse 11

retinal quadrants

Four quadrants of a wholemount retina. Superior temporal (ST), superior
nasal (SN), inferior temporal (IT), and inferior nasal (IN). The ST quadrant
contains the area centralis (macular) and the SN quadrant contains the optic
nerve head. 120, 122

retina

A light-sensitive layer of tissue that lines the inside of the eye and sends
visual messages through the optic nerve to the brain. 2, 10

retinopathy

Any disease of the retina. Retinopathy is a general term that refers to some
form of non-inflammatory damage to the retina of the eye. 24, 164, 166,
167, 169

shot noise

A type of electronic noise that occurs when the finite number of particles
that carry energy, such as electrons in an electronic circuit or photons in an
optical device, is small enough to give rise to detectable statistical fluctua-
tions in a measurement. 36

TO-PRO

A family of monomeric, cyanine nucleic acid stains that allow very sensitive
DNA detection due to good fluorescence signal intensity. 16, 41, 75, 78, 79,
83, 86, 89, 92, 101, 103, 106, 107, 109, 112
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vibratomer

Vibrating microtome. One of the tissue sectioning equipments. 24

wholemount

A retinal section viewed from either surface of retina (RPE or ILM) illus-
trating a specific layer via optical sectioning by confocal microscope. 3, 6,
32
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List of Acronyms

artificial neural network (ANN)

Commonly just neural network (NN). An information processing paradigm
that is inspired by the way biological nervous systems, such as the brain,
process information. The key element is an interconnected group of arti-
ficial neurons that uses a mathematical model or computational model for
information processing based on a connectionist approach to computation
61, 63

Bayesian information criterion (BIC)

A Statistical criterion for model selection. It is an asymptotic approximation
to the full posterior probability and commonly used as a scoring function of
a Bayesian network. 70, 173–175

bromodeoxyuridine (BrdU)

A synthetic thymidine analog that gets incorporated into a DNA when the
cell is dividing (during the S-phase of the cell cycle). Antibodies against
BrdU that are conjugated to fluorescent markers can be used to label these
cells thereby providing visual evidence of cell division. 125

carbonic anhydrase II (CA)

A protein expressed in early retina in all the cells, but it becomes later
restricted to Müller glia. 143

confocal laser scanning microscopy (CLSM)

A popular mode of optical microscopy in which a focused laser beam is
scanned laterally along the x and y axes of a specimen in a raster pattern.
The emitted fluorescence (reflected light signal) is sensed by a photomulti-
plier tube and displayed in pixels on a computer monitor. The pixel display
dimensions are determined by the sampling rate of the electronics and the
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dimensions of the raster. Signal photons that are emitted away from the fo-
cal plane are blocked by a pinhole aperture located in a plane confocal with
the specimen. This technique enables the specimen to be optically sectioned
along the z axis. 3, 25, 27, 28, 30, 36, 45, 56, 197, 198

central nervous system (CNS)

The largest part of the nervous system, including the brain, the spinal cord,
and the retina. 1, 2, 10, 21

cellular retinaldehyde binding protein (CR)

A protein expressed in Müller glia and in cells of the retinal pigment epithe-
lium. 143

C-terminal binding protein 2 (CtBP2)

Synaptic ribbon protein 30

cytochrome oxidase (CX)

An enzyme that acts as a chemical catalyst to facilitate chemical reac-
tions occurring inside of cells as they consume nutrients and produce life-
sustaining functions. It is found in mitochondria. 135, 143, 145, 147

electron microscope (EM)

An electron-optical device which produces a magnified image of an object.
Detail may be revealed by virtue of selective transmission reflection or emis-
sion of electrons by the object. 28

ganglion cell layer (GCL)

A nerve cell layer composed of the cell bodies of ganglion cells. 11, 13, 16,
20, 21, 142, 143

glial fibrillary acid protein (GFAP)

Glial fibrillary acid protein. It is an intermediate filament protein found in
glial cells such as astrocytes, ependymal cells, and Müller cells. 8, 22, 34,
46, 48, 70, 128, 135, 142, 143, 154, 155, 159, 165, 166, 169, 170, 172–176,
178–181, 183, 194, 195, 199

graph partitioning active contours (GPAC)

A generic region-based segmentation method based on a new class of varia-
tional segmentation cost functions. The cost functions are based on pair-wise
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dissimilarities between individual pixels and have been successfully applied
to natural images by graph partitioning techniques [76]. 55, 64, 65, 70, 134,
153, 170, 175

glutamine synthetase (GS)

An enzyme that plays an essential role in the metabolism of nitrogen by
catalyzing the condensation of glutamate and ammonia to form glutamine.
It is detected in Müller cells in retina 143

homogeneous texture descriptor (HTD)

A texture descriptor based on Gabor filters that provides a quantitative
characterization of homogeneous texture regions for similarity retrieval. 137,
139, 147, 162

inner limiting membrane (ILM)

Technically not a real membrane, it is a place of fused cell processes. The
fusion is between foot processes of the Müller cells. 11, 21, 22, 32

inner nuclear layer (INL)

A nerve cell layer composed of the cell bodies of bipolar cells and horizontal
cells. 11, 13, 16, 18, 19, 21, 32, 75, 83, 86, 89, 104, 106, 128, 130, 131, 142,
143, 151, 154, 158, 183, 186–189, 192, 194

inner plexiform layer (IPL)

A plexiform layer composed of the dendrites of ganglion cells and post synap-
tic terminal of horizontal cells and bipolar cells. 11, 13, 20, 142, 143, 149,
151, 170

inner segments (IS)

Inner segments of photoreceptors. 14, 15, 142, 143, 149

Laplacian of Gaussian (LoG)

A combination of a Laplacian and Gaussian filter where its characteristic is
determined by the σ parameter and the kernel size as shown in the mathe-
matical expression of the kernel. 79, 81

numerical aperture (NA)

In optics, the numerical aperture (NA) of an optical system is a dimension-
less number that characterizes the range of angles over which the system
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can accept or emit light. The N.A. of each objective lens is inscribed in the
metal tube, and ranges from 0.25 to 1.4. 38

outer limiting membrane (OLM)

Technically not a real membrane, it is formed by the junctional complexes
between photoreceptor cells and the glial cells of the retina. 11, 16, 21, 22,
48

outer nuclear layer (ONL)

A nerve cell layer composed of the cell bodies of the rods and cones. 3, 4, 8,
11, 13, 16, 17, 27, 40, 41, 43, 44, 48, 56, 61, 66–68, 70, 72, 75–79, 83–86, 91,
99–101, 103, 104, 106–109, 111, 112, 116–118, 120, 122, 123, 125, 127, 128,
130, 131, 133–139, 142, 143, 147, 151, 153–155, 157–164, 166, 169, 170, 172,
173, 175, 178, 180, 183, 185–189, 192, 194

outer plexiform layer (OPL)

A plexiform layer composed of the pre synaptic terminal of horizontal cells
and bipolar cells, and synaptic terminals of the rods and cones. 11, 13, 17,
18, 20, 27, 142, 143, 149, 151, 154

outer segments (OS)

Outer segments of photoreceptors. 4, 13–16, 43, 141–143, 151, 170, 183

phosphate buffered saline (PBS)

A buffer solution commonly used in biochemistry. It is a salty solution con-
taining sodium chloride, sodium phosphate and potassium phosphate. The
buffer helps to maintain a constant pH. The concentration usually matches
the human body (isotonic). 24

protein kinase C (PKC)

Protein kinase C. 18, 19

peanut agglutinin (PNA)

PeaNut Agglutinin preferentially binds galactose-containing carbohydrates,
especially galactose-galactosamine linkages, selectively labels cone photoreceptor-
associated domains of the cone matrix sheaths in a variety of vertebrate
retinas. 143
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retinal pigment epithelium (RPE)

The pigmented cell layer adjacent to the neurosensory retina that nourishes
retinal visual cells, and is firmly attached to the underlying choroid and
overlying retinal visual cells. 11, 13, 24, 32, 151, 186, 189

retinoschisis (RS)

A genetic disease that affects the vision of men who inherit the disease
from their mothers. This condition frequently starts during childhood and
is officially called Juvenile X-linked Retinoschisis. Affected men inherit this
trait from their mothers who carry the condition but retain normal vision.
181, 182

retinoschisin knockout (RSKO)

The gene producing a protein, retinoschisin, has been knocked out of that
particular organism 182, 183, 185–190, 192, 194, 195

support vector machine (SVM)

Statistical pattern recognition technique [79]. 55, 61–63, 70, 135, 137–139,
147, 162

transmission electron microscope (TEM)

An electron-optical device which produces a magnified image of an object
by transmission electrons. 25, 28, 29, 198

vesicle associated membrane protein (VAMP)

Vesicle associated membrane protein in synaptic terminals 17

wild type (WT)

The typical form of an organism, strain, gene, or characteristic as it occurs
in nature, as distinguished from mutant forms that may result from selective
breeding. 182, 183, 185, 186
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Antibodies
alpha36H, 144
anti-β-tubulin, 96
anti-actin, 96
anti-calbindin, 19
anti-calretinin, 21
anti-CD44, 135, 144
anti-CX, 135, 144
anti-GFAP, 22, 35, 48, 135, 142,
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anti-S-cone opsin, 144
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DAPI, 92, 96
isolectin B4, 135, 142, 154, 156
PNA, 144
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90, 92, 103, 106, 110
Toluidine blue, 28, 95

Glial cells
astrocytes, 12, 22
Müller, 12, 22–23, 35, 135, 170,

171, 180, 181, 190

Image processing
GPAC, 64–67
histogram equalization, 92, 137
morphology, 116

closing, 116
skeletonization, 118

thresholding, 101
watershed, 74

Machine learning
Bayesian networks, 67–70
K-means clustering, 103, 104
SVM, 61–64

Protein
β-tubulin, 96
actin, 96
calbindin D, 19
calretinin, 19
CD44, 135
chromophore, 15
CtBP2, 31
CX, 135
GFAP, 22, 23, 35, 48, 135, 142,

154, 171, 178, 180, 184, 194
ML-cone opsin, 15
neurofilament, 21
opsin, 15
PDEγ, 31, 35
PKC, 19
rod opsin, 4, 15, 35, 43, 135, 142,

154, 171, 178, 184, 194
synaptophysin, 17, 18, 93, 135
VAMP, 17
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vimentin, 23, 48, 93

Retina, 11
Retinal cells

amacrine cells, 13
bipolar cells, 13
ganglion cells, 11
horizontal cells, 13
microglia, 135, 142, 154, 156
photoreceptors, 11

Retinal detachment, 23
Retinal image analysis issues, 40
Retinal imaging

confocal laser scanning microscopy,
30–36

high resolution transmitted light
microscopy, 27–28

transmission electron microscopy,
28–30

Retinal layers, 12
GCL, 12, 21
ILM, 12
INL, 12, 18–20
IPL, 12, 20
OLM, 12
ONL, 16–17, 27, 42, 43, 78, 79,

88, 101, 108, 111, 117, 120,
125, 134, 136, 139, 153, 172

OPL, 17–18, 27
OS, 4, 43
Photoreceptors, 14–16
RPE, 13–14

Statistics
Pearson correlation coefficient, 193
Student’s t-test, 88, 185
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