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ABSTRACT - Display Configuraton
- —L User Preferences

In 3D Video (3DV) applications, a reduced number of views = — =] 90
plus depth maps are transmitted or stored. When there is Caruers . | NxVideo+Depth |8 2D Dislay
a need to render virtual views in between the actual views, (comm =31 2 - Q
the technique of depth image based rendering (DIBR) can cmn BTN e
be used to generate the intermediate views. To address the - — i M Coding " L me=a 0
problem of noisy depth information in 3DV systems, we pro- o—fng o ) 3D Dispay
pose novel methods that can be easily incorporated into DIBR Tl i TR
to improve synthesized image quality. These include: (1) a m::r:mﬁ’ - g 3%1 ‘0
heuristic scheme with adaptive spatting that blends nialtip o et
warped reference pixels based on their depth, warped pixel — Video ---Depth - Meta Data

positions and camera parameters; (2) an approximatioreof th
first scheme with up-sampling for fast processing; (3) beund
ary only splatting; and (4) view weighting based on hole dis-

tribution. Experiment results show that the proposed ndsho when the depth map is noisy and no extra scene information

Fig. 1. An example of 3DV system with MVD format [2]

can improve synthesis quality significanty. such as 3D surface property is known. This is because per-
Index Terms— View synthesis, view interpolation, depth pixel depth for 3DV systems is often estimated with passive
image based rendering, 3DV. computer vision techniques such as stereo rather than-gener

ated from laser range scanning or computer graphics model.
In addition, the quantization of pixel depth also introdsice
depth noise at the receiving end.

There is an increasing interest in 3D video (3DV) systems DIBR is a technique O.f View §ynthe5|s which uses m-
as the technology advances rapidly in 3D scene capturing,ges F:aptured fr.om muItlpI_e cahbrgted cameras an_d their
processing, transmission and displaying. For example, 3 ssociated per-pixel depth information. Conceptuallis th
display in home environment without the wearing of specifi methOd can be. L_mderstood as a two-step Process. (1) 3D
glasses has become possible [1]. However, simultaneous yaage warping. It uses dep_th data and associated camera
of many views significantly increases the amount of raw dat® arameters 1o back-project pixel samples from reference im

compared with 2D video or stereo-pair video. One efficienf.9€S ° the Proper ?fD locations anq re-project them oqto
method to reduce data rate is to use a multiview video plug1e new synthesized image space [3]; and (2) reconstruction

depth (MVD) format, i.e. only a subset of views (referenceand re-sampling: determination of pixel sample values @ th

views) from theN display views are transmitted to the re- synth.e5|zed |m§ge. i )

ceiver. For each reference view, its corresponding depth ma  Gven per-pixel depth information and camera parame-
and meta data such as camera parameters are conveyed S it iS straightforward to warp reference pixels onte th
gether with the video signal. All the other views are then-syn Synthesized views. The difficult problem is how to estimate
thesized using the technique of depth image based renderif§€! value in the target view from its surrounding warped
(DIBR). Fig. 1 shows such a framework of 3DV systems. reference view pixels, i.e. the re-sampling (view blendling

The success of 3DV systems in Fig. 1 depends a lot OH_robIem. Fig. 2 iIIust_rates this basic problem. TheT synthe-
the quality of view synthesis at the receiver. However, highsIS method can be pixel-based (splatting) [4] or (triangula

quality synthesis with DIBR is a challenging task espegiall mesh-based [5, 6]. For real-time proce_ssing in 3DV, pixel-
based methods are often favored to avoid complex and com-

This paper is supported in part by a grant from ONR #N0001-4-0D29. putationally expensive mesh generation. The questiorois: t

1. INTRODUCTION




estimate the pixel values in the target view, how to utilize s 3. PROPOSED METHODS
rounding warped pixels around the target pixel? In this pape
we propose four novel methods that can be easily incorpdexisting splatting methods[4, 11, 12, 13] have achievedigoo
rated into DIBR to improve synthesized image quality. Theyresults. However, they are designed to work with high preci-
are (1) a heuristic scheme with adaptive spatting that lslendsion depth and might not be adequate for low quality depth.
multiple warped reference pixels based on their depth, @grp In addition, there are aspects that many algorithms take for
pixel positions and camera parameters; (2) an approximatiogranted (e.g. from a graphics model), such as per-pixel sur-
of the first scheme with up-sampling for fast processing; (3face normal or 3D point-cloud, which is not available in 3DV.
boundary only splatting; and (4) view weighting based onFor example, a common method of splatting is to map each
hole distribution. Experiments show that the proposed simwarped pixel to its neighboring target-view pixels and use
ple heuristics can improve synthesis quality significantly ~ Z-buffering when multiple warped pixels are mapped to the
same target pixel. This methoMléthod 0) works well if the

> m < ® > depth value are perfect. However, its synthesized imagk qua
® [ = ity is very prone to noisy depth input. Here we propose some
® ° ® novel methods to improve the synthesis result.
> . < B X ) - . . . .
L J ® 3.1. Method 1: Heuristic blending with adaptive splatting
m ® O ® = The idea of using heuristics to improve blending is not new.
< > = X For example, in [13], when blending two warped pixels from
(8) Non-Rectified view synthesis different reference views, their depth values are first com-
@ || @ XL @[] pared. If the depth difference is within a given threshald
STWI w2z ws sz w4 ws we wro their color values are linearly interpolated with weightsed
(b) Rectified views (some applications impose strict limitations y L. . .
that input views must be rectified for 1D disparity) on cameras’ positions. Otherwise, the color of the pixedeto

Fig. 2. Pixel resampling“&”: pixels on target view; “circle, squares”:  t0 the camera (i.e. Z-buffering) is set as the target pixkrco
pixels warped from reference views, shapes denote diffeeéerence views)  This threshold provides some tolerance to noisy depth. We
extend the idea further by blending warped reference pixels
2. PROBLEM STATEMENT based on their depth level, warped pixel positions and camer
parameters. For simplification, we use rectified view synthe
Ideally, we would want to achieve the view synthesis in asis as an example, i.e. estimate the target pixel value fnem t
theoretically-optimized fashion, as in [7, 8] for multivie candidate pixels on the same horizontal line (Fig. 2b). Big.
image reconstruction. However, it is hard to extend theshows the proposed heuristic view blending method, which
homography-based analysis in [7, 8] to the case of depthises essentially an adaptive splatting scheme.
based view warping. In addition, the computational cost of
the algorithms in [7, 8] make them unsuitable for real-time
operation in 3DV systems.

Select only candidate pixels within +a pixels distance from target pixel,

; . . . find the one with maximum depth level maxY (i.e. closest to the camera)

An alternative method is to do it in an ad-hoc fashion. A

simple method is to round the warped samples to its nea v

est pixel location in the destination view as in [9, 10]. When Keep candidate pixels whose depth level

multiple pixels are rounded to the same location in the symnth Y > max¥ — thresY (i.e. remove background pixels)

sized view, Z-buffering [4] is a de-facto solution, i.e. dsing

the front-most pixel. This strategy, however, can ofteltes L

in pinholes in any surface that is S|ight|y under-samplesd e Count total number of candidate pixels /. and the number of candidate
. . . ” pixels n within +a/2 distance from the target pixel

pecially along object boundaries. The most common solutio

is to map one pixel in the reference view to several pixels it ¥

the target view, a process knownspfatting. _ _ Yes e N TT——__ MNo
If a reference pixel is mapped onto multiple surrounding s W =N .y

target pixels in the target view, most of the pinholes can b v =S et

Keep only the candidate pixels within +a/2
distance from the target pixel

eliminated. However, some image detail might be lost, i.e
there is a trade-off between pinhole elimination and loss ¢
details. When multiple warped pixels (candidate pixelg) ar
mapped to the target pixel, shall we simply apply Z-buffgrin L4

to pick one or try to interpolate them with some kind of e e
weighting? Note that the problem should be addressed in AT pIApriston e 3.

way that is robust to the noisy depth information. Flg 3. Heuristic view blending for rectified views




For each target pixel, warped pixels withitu pixels dis-  3.2. Method 2: Approximation with up-sampling
tance from its position on the image are chosen as candidatgethod 1 might appear to be too complicated when compar-
pixels. The one with maximum depth levelizY* is found.  ing with method 0. Here we propose a scheme similar to
Parameter here is crucial. If it is too small, pinholes will method 0 but approximates method 1 with some compromise
appear. Ifitis too large, image details will be lost. It ca b of synthesis quality. In the case of rectified views, we first
adjusted based on some prior knowledge about the scene j@kert a new target pixel at all half-pixel positions in theget
the depth precision. In our experiments= 1 works most of  view, i.e. up-sampling along the horizontal direction. fihe
time for depth estimated with passive vision based approachor each target pixel, a simple splatting and Z-buffering (a
With Z-buffering, the candidate with maximum depth in method 0) is applied to estimate its value. This is equiva-
level will determine the pixel value at the target position.|ent to settingthresY = 0 in the method 1. To generate the
Here, we propose to keep the other candidate pixels as loffhal synthesized view, a simple down-sampling filter (e.g.,
as their depth level¥ are close to the maximum depth, i.e., {1,2,1} works fine in our experiments) is used. This filter
(Y > mazY — thresY'), wherethresY is a threshold pa- approximates the weight; in eq. (1). This approximation
rameter. In our experimentshresY is set to 10 for 8 bits  with up-sampling allows efficient implementation, esplgia
depth quantization. It could vary according to some prioffor embedded systems. Of course, the same approach can also
knowledge of the scene. Let us denoterbythe number of  be applied for non-rectified views. The only difference istth
candidate pixels found so far. we have to up-sample the image along both horizontal and
To keep image details, if there are “enough” number ofyertical directions.
candidates withinta/2 pixels distance from the target pixel,
only these candidates will be used to estimate the target pix3-3. Method 3: Boundary-only splatting
color. Let us define the number of such candidate pixels ads explained above, splatting is used to reduce pinhotesai.
n. If n > N, i.e., if nis larger than a preset threshal  warped pixel is mapped to multiple neighboring target rsixel
(we set it to 4 whenhresY = 10 and there are two reference For example,in the case of rectified views (Fig. 2b), warped
views), then only these candidates are used. This processpixel W1 is mapped to target pixel§1 andS2 (i.e. Wlis a
of choosing warped pixels closer to the target pixel can beandidate pixel for estimation of bo#fi andS52). However,
repeated further if is large. we find this could affect the image quality (i.e. image de-
After n,, candidate pixels are selected, the next task is téails are lost due to splatting) especially when sub-pixet p
estimate the target pixel valug,. Let us define the value of cision (e.g. with Method 2) is used. Noticing that pin-holes
a candidate pixel to beC;, which is warped from reference mostly occur around the boundary between foreground and
view r; and whose corresponding image distance to the targéiackground, i.e. boundary with large depth discontinuvy,
pixel is d;. We find that the following linear interpolation propose to apply splatting only for pixels close to the bound
works very well, ary. In the case of Fig. 2b, if pix&V'1 is not close to boundary
(e.g. further than 50 pixel distance from the boundarykiit i
7 7 mapped only to its closest target pix#l. Note that “bound-
Cs = (Z w;Cy)/ Z Wi, (1) ary” here only refers to the part of the image with large depth
=l =1 discontinuity and hence is easy to detect from the depth maps
with w; = (a — d;)W (r;, 1) andW (r;, i) is the weight factor
assigned to different views. It can be simply set to 1. FoB.4. Method 4: View weighting based on hole distribution
rectified views, we set it based on baseline spa¢inBhe  For pIBR implementation, the blending is often achieved
camera distance between viewand the target view), €.9. through two steps: synthesize a virtual image from each ref-

W (ri,i) = 1/1;. o _ erence view separately (with any method above) and then
The proposed scheme in Fig. 3 essentially selects/blenqlﬁerge all synthesized images together. For each synthe-

candidate pixels from surrounding warped reference pixelgj,qq image (from a single reference view), some pixels
based on their depth levels, their warped image positiods anp tne synthesized image are never assigned a value dur-
camera positions. It is easily extended to the case of NOMAg the blending step. These locations are called holes,
rectified views. The only difference is that candidate @xel yften caused by dis-occlusions (previous invisible scene
will not be on the same line of the target pixel (Figure 2a).,4ints in the reference views are uncovered in the synthe-
But the same principle to select/blend candidate pixels®as gj,aq view due to differences in viewpoint) or due to input
on their depth and their distance to the target pixel can be aRlepth error. In the case of two reference views, we have
plied. For more precise weightingl/(r;, ) can be further 4 synthesized images. Let us define the number of hole
determined at pixel level, e.g. using the angle determinyed byixels around pixeli is holeCountl and holeCount? re-

the pointin 3D and cameras’ positions. spectively in each synthesized image. If they differ a lot

1Depth level here refers to quantized depth value, e.g 0-Z68. larger (e.g. |holeC’0un.t1 — holeCount2| > 2.in our experiments),
the value is, the closer it is to camera. we propose to ignore the one (say vieyy with more holes




around it, i.e. set itd¥(r;,7) to O at pixeli. Otherwise, reference pixels based on their depth, warped pixel positio
normal interpolation (e.g. eq( 1)) holds. The rationaléhestt and camera parameters, its approximation with up-sampling
“for the area around pixe| candidate pixels from view, are  for fast processing, boundary only splatting and view weigh

less reliable probably due to much larger depth naise.” ing based on hole distribution. The proposed methods do not
require any extra prior scene information. Experimentswsho
4. EXPERIMENTAL RESULTS the effectiveness of the proposed methods.

The proposed heuristic methods have been tested extgnsives” j==—= "

in experiments. Compared with methods using simple splat® i Buenedz us .

ting and Z-buffering (method 0), the proposed methods coulc®® || mwetoar

improve the synthesis quality significantly, especially fo ** [-orres

method 1 with adaptive splatting. Due to the space limit, we™ |

illustrate the result with only the “door flower” sequencéeT :

depth maps used in our experiments are estimated using tt_|

3DV reference software [10]. Results with four differenasy |

thesis cases are shown here, i.e. synthesis view 7 and 8 from

view 10 and view 5, and synthesis view 7 and 8 from view 9 (@) (b)

and view 6. The synthesis images are compared with origindfig. 5. PSNR of synthesized videos (compared with original im-

images both visually (Fig. 4) and objectively (Fig. 5). Waica age). (a) Average PSNR (b) PSNR at each frame (synthesizenvie

thus see the superiority of the proposed methods over methd@™m view 5 and 10)

0. For example (Fig. 4), the vertical lines are preserved
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