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ABSTRACT

Currently there are quite a few image retrieval systems that use color and texture as features to search images. However, by
using global features these methods retrieve results that often do not make much perceptual sense. It is necessary to constrain
the feature extraction within homogeneous regions, so that the relevant information within these regions can be well repre-
sented. This paper describes our recent work on developing an image segmentation algorithm which is useful for processing
large and diverse collections of image data. A compact color feature representation which is more appropriate for these seg-
mented regions is also proposed. By using the color and texture features and a region-based search, we achieve a very good
retrieval performance compared to the entire image based search.
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1   INTRODUCTION

Due to the rapid advance of technologies in information processing and internet communication, people nowadays have
been overwhelmed by the fast accumulation of digital information such as text, image, video, and audio around the world.
However, the tools which can help people manage such a large volume of digital data and facilitate the information retrieval
are still very limited. Information retrieval based on content is emerging as an important topic in many applications including
multimedia databases and digital libraries.

In this paper, we present some of our on-going work in the UCSB Alexandria Digital Library (ADL) project [10]. The goal
of this project is to establish an electronic library of spatially indexed data, providing internet access to a wide collection of
geographic information. We have identified various components and research problems which are required to construct such
an image retrieval system. An initial prototype which enables the search of large aerial photographs based on texture features
has been implemented [6]. Currently, we are expanding this prototype to handle other types of image features such as color,
shape, and spatial relationships. Figure 1 shows a schematic of this prototype system under development.

The image processing and analysis component contains three different layers. The first layer extracts a variety of image fea-
tures such as color, texture, and shape for characterizing the low-level image information. The second layer segments images
into homogeneous regions for further analysis. The results of these two layers form the input to the third layer for image inter-
pretation. While much of the current research has focused on low level image features such as color and texture for image
retrieval, not much attention has been given to issues related to segmentation and subregion retrieval. Some of the work related
to extracting salient image regions include a foreground/background segmentation scheme [2], and a feature back-projection
approach [9]. In this paper we present an image segmentation algorithm which is designed to meet two goals: easy to use (in
terms of the number of parameters need to be specified) and capable of processing large and diverse collections of images. A
color feature representation which is appropriate for the segmented regions is also proposed. As can be seen from the experi-
mental results, image segmentation helps in developing a better representation for region-based search, and thus dramatically
improves the retrieval performance compared to a global search.

In this paper, we focus on the integration of color and texture features for image retrieval. Details of the visual thesaurus
construction and learning similarity measures can be found in [3, 4, 6]. In the next section, we introduce a compact color fea-
ture representation scheme for segmented regions and briefly review our texture feature representation. Section 3 discusses the
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image segmentation algorithm. The experimental results of using color and texture features for region-based image search in a
color photo database is provided in Section 4. We conclude with some discussions and future work in Section 5.

2   COLOR AND TEXTURE FEATURE REPRESENTATION

2.1   Color Features

Color histogram has been widely used as a color feature representation for image retrieval [8, 11]. Although it has shown to
be an effective method for searching images based on the entire image property, it may not provide a good representation for
subregion/object retrieval. Besides, the large volume of feature vectors make the storage and indexing problem more compli-
cated.

In this paper we propose a compact color representation scheme which is applicable when the input image has been seg-
mented into a number of regions. The color features are extracted from each segmented region. Most natural scenes only
require a few number of colors to describe its color content without significantly affecting the perceptual quality. For example,
a scene of yellow flowers with green leaves basically has two colors; yellow and green. For this reason, we design a color fea-
ture that directly stores the best representing colors and their corresponding percentages in a given region.

Let us first consider the construction of global color representation. In order to have a manageable number of colors to rep-
resent the images in the database, a vector quantization scheme called Generalized Lloyd algorithm (GLA) [1] is used to quan-
tize the RGB color space. In our experiments, we set the number of colors in the color codebook to 256. Let us denote this
color codebook as  where  and each color  is a 3-dimensional RGB color
vector. The 2,500 color images in the database are used as the training data. The GLA basically contains the following steps:

1. Begin with an initial codebook . Set .

2. Given a codebook, , find the optimal partition into quantization cells, that is, use the nearest neighbor
condition to form the nearest neighbor cells (notice  is the color of pixels in the training images):
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FIGURE 1. Various components of the image retrieval system which is currently under development.
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3. Using the centroid of each cell  to form the new codebook .

4. Compute the average distortion for . If it has changed by a small enough amount since the last iteration, stop.
Otherwise set  and go to step 2.

The color feature extraction is to find the fewest number of colors from the color codebook  that adequately describe a
given image region. This is done by sequentially increasing the number of colors to cluster the colors in that region until either
of the following stopping criteria is met:

1. The number of colors has reached the maximum number of colors allowed (20 in our experiments).

2. The mean squared error of the color clustering is below a pre-defined threshold.

The resulting number of colors in our experiment is in the range of 10 to 15. These colors are then represented by their clos-
est match in the color codebook . The percentage of each color (i.e., the number of pixels of that color divided by the total
number of pixels in the region) is also computed and stored. The color feature is defined as

(1)

where  is the index into the color codebook ,  is the corresponding percentage, and  is the total number of colors in
the region.

This color feature representation can be considered as a quantized version of the color histogram. This representation
scheme has several advantages. First, it best represents the original color content in terms of minimizing the mean square error
using a small number of colors. Second, this color feature is very compact. By taking advantage of the fact that human eyes
can not distinguish close colors very well and that most segmented images regions contain only a very small set of colors, this
method extracts the most prominent and distinctive colors from the region. It greatly reduces the amount of feature data for
storage and indexing. Furthermore, this representation facilitates queries such as “Find me all image regions that have 50% red
and 30% green.”

2.1.1   Color Distance Measure

Given two image regions  and , suppose region  has color feature  and region  has color
feature , where  and  denote the corresponding number of colors in their color features. Now
let us first define

(2)

which is the Euclidean distance measure between any given two colors from the color codebook . It can be pre-computed
and stored as a table. Now identify the best matched color  from the region  which has the minimum distance to the color

:

, (3)

Use this to compute:

(4)

where  is a distance measure between the given color element  and the set of color elements
 in region .  can be computed in a similar manner. Thus, for each color in ,

the closest color in  is found and the distance is calculated. These distance are then summed over all colors in  with the
distance of color percentages as a weighting factors. The same process is also performed for each color in . The distance
between the regions  and  is then defined as follows:

(5)
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2.2   Texture Features

In [7] we have proposed a texture feature extraction scheme based on a Gabor decomposition. A comprehensive evaluation
and comparison with other multi-resolution texture features using the Brodatz texture database was also provided. The conclu-
sion was that these Gabor features provide excellent pattern retrieval performance. A brief review of the texture feature extrac-
tion from [7] is given below. First consider a prototype Gabor filter:

(6)

A bank of Gabor filters can be generated by dilating and rotating the above function:

, (7)

, ,

where  and  is the total number of orientations. The scale factor  is meant to ensure the equal energy
among different filters. These Gabor filters can be considered as orientation and scale tunable edge and line (bar) detectors.
The statistics of the detected features can be used to characterize the underlying texture information. Given an image ,
a Gabor decomposition can be obtained by

(8)

where * indicates the complex conjugate. Because  is a complex number, it can be further represented as
. A simple texture feature representation can be constructed using the mean and

standard deviation of the amplitude information:

, (9)

. (10)

Four different scales, , and six orientations, , are used in the following experiments. This results in a feature
vector of length 48. The normalized Euclidean distance is used to measure the distance between two texture features.

3   IMAGE SEGMENTATION AND GROUPING

In order to make the individual object or region of the images indexable, the input images have to be first partitioned into
homogeneous regions or objects at the ingest time into the database. Each of the regions is represented by a set of image fea-
tures which can be matched during the query time. However, as can be seen from most of the existing systems for content-
based image retrieval, the image segmentation component is either missing or not performing well. This is due to the fact that
it is difficult to design a robust image segmentation scheme, especially for a large variety of image data. Although considerable
research have been done in this area, image segmentation continues to be a very challenging research problem in computer
vision.

In the following we will present our recent work in developing an image segmentation tool. Its objective is to provide users
an easy way to process large and diverse collections of images. The user defined parameters that control segmentation are:

1. Type of image property which should be used to detect image boundaries: color (gray intensity) only or combination
of texture and color (gray intensity).

2. Scale parameter (for controlling the smoothing and resolution) to localize the desirable image boundaries.

3. Desirable number of image regions and objects (roughly).
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This information is then used to adjust the internal parameters of the image segmentation scheme which consists of the follow-
ing three stages:

1. Edge flow computation for identifying and integrating different types of image boundaries.

2. Edge flow propagation and boundary detection.

3. Boundary connection and region merging.

The edge flow computation is controlled by the given image property and scale parameter and the last region merging proce-
dure is guided by the user’s preferred number of regions and objects. Each of these stages is briefly explained in the following,
and a more detailed description of the whole algorithm can be found in [5].

3.1   Edge Flow [5]

Most natural images are usually made of various types of boundaries created by the changes in cues such as color, texture,
or phase. A unified “edge flow” model is proposed to detect discontinuities in these image features. Let us define the general
form of edge flow vector  at image location  with an orientation  as:

(11)

where  is the edge energy at location  along the orientation ,  represents the probability of finding the
image boundary if the corresponding flow at location  “flows” in the direction , and  represents the probabil-
ity of finding the image boundary if the corresponding flow at location  flows backwards, i.e., in the direction . The
steps for detecting image boundaries is summarized as follows:

• At each image location, we first compute its local edge energy and estimate the corresponding flow direction.

• The local edge energy is iteratively propagated to its neighbor if the edge flow of the corresponding neighbor points in a
similar direction.

• The edge energy stops propagating to its neighbor if the corresponding neighbor has an opposite direction of edge flow.
In this case, these two image locations have both their edge flows pointing at each other indicating the presence of a
boundary between the two pixels.

• After the flow propagation reaches a stable state, all the local edge energies will be accumulated at the nearest image
boundaries. The boundary energy is then defined as the sum of the flow energies from either side of the boundary.

In contrast to the traditional “static” edge detection approaches which directly localizes edges at the local maxima of the
gradient in intensity, the edge flow model results in a “dynamic” boundary detection scheme. The flow direction gives the
direction with the most information change in feature space. Since any of the image attributes such as color, texture, or their
combination can be used to define the edge flow, this scheme provides an easy framework for integrating different types of
image information for boundary detection.

3.1.1   Color Edge Flow

Suppose the user has specified the preferable scale as , then the image at this given scale can be obtained by smoothing
the original image, denoted as , which correspond to the three color bands RGB, with a Gauss-
ian kernel . The edge flow energy  of the red color band  is defined to be the magnitude of the
gradient of the smoothed color  along the orientation :

(12)

where  and  represents the unit vector in the gradient direction. We can rewrite (12) as

(13)

where  represents the Gaussian derivative along the orientation . The edge flow energy  and
for the other two color bands are computed in a similar manner.
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For each of the edge energy, we now consider two possible flow directions; the forward ( ) and the backward ( ), and
estimate the probability of finding the nearest boundary in each of the two directions. These probabilities can be obtained by
looking into the prediction errors toward the surrounding neighbors in the two directions. Consider the use of red color infor-
mation at location  to predict its neighbor in the direction . Ideally they should have similar color intensity if they belong to
the same object and the prediction error can thus be computed as

(14)

where  is the distance of the prediction and . The dis-
tance  should be proportional to the scale which the image is being analyzed. In the experiments, we choose .
Because a large prediction error implies a higher probability of finding a boundary in that direction, we assign the probabilities
of edge flow direction in proportion to its corresponding prediction errors:

(15)

3.1.2   Texture Edge Flow

Based on a similar strategy, we can also formulate an edge flow for detecting texture boundaries. Consider the use of tex-
ture features extracted from a Gabor decomposition. By taking the amplitude of the filtered output across different filters at the
same location , we form a texture feature vector

(16)

which characterizes the local spectral energies in different spatial frequency bands. The  represents the lowest spatial fre-
quency of the Gabor filters, and it should be controlled by the scale parameter  because only those “patterns with scales
smaller than  pixels” are considered as texture. In our experiments, we choose the lowest frequency of the Gabor filters to be

 cycles/pixel.

By using the texture features , the texture edge energy , which is used to measure the change in local texture
information, is given by

(17)

where  and  is the total energy of the subband . The weighting coefficients  normalize the contribu-
tion of edge energy from the various frequency bands.

Similar to the color edge flow, the direction of texture edge flow can be estimated based on the texture prediction error at
a given location:

(18)

which is the weighted sum of prediction errors from each texture feature map. Thus, the probabilities  and
 of the flow direction can be computed using (15).

3.1.3   Combining Color and Texture Edge Flow

Now let us consider the use of color and texture information for image segmentation. The edge flows obtained from both
color and texture attributes can be combined together to form a single edge flow field:

, and (19)
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 is the weighting coefficient among different types of image properties, and it is adjusted according to the user’s prefer-
ence. In our experiments, if the user decides the segmentation process to be color only, then we set  and

. If the user specifies the use of color and texture together, then we set  and
.

After the previous integration, we identify the best direction of finding the nearest boundary using the following scheme.
Given edge flows , we first look for a continuous range of flow directions
which maximizes the sum of probabilities in that half plane:

(21)

Then, the final resulting edge flow is defined to be the vector sum of the edge flows with their directions in the identified range,
and is given by

, (22)

where  is a complex number with its magnitude representing the resulting edge energy and angle representing the flow
direction.

3.2   Edge Flow Propagation and Boundary Detection

After the edge flow  of an image is computed, boundary detection can be performed by iteratively propagating the
edge flow and identifying the locations where two opposite direction of flows encounter each other. At each location, the local
edge flow is transmitted to its neighbor in the direction of flow if the neighbor also has a similar flow direction (the angle
between them is less than 90 degrees). After the edge flow propagation reaches a stable state, the image boundaries are
detected at the locations which have non-zero edge flow coming from two opposing directions. Figure 2(c)-(d) illustrate the
detected image boundaries.

3.3   Boundary Connection and Region Merging

After boundary detection, disjoint boundaries are connected to form closed contours and result in a number of image
regions. The basic strategy for connecting the boundaries are summarized as follows.

• For each open contour, we associate a neighborhood search size proportional to the length of the contour. This neighbor-
hood is defined as a half circle with its center located at the unconnected end of the contour.

• The nearest boundary element which is within the half circle is localized.

• If such a boundary element is found, a smooth boundary segment is generated to connect the open contour to another
nearest boundary element.

• This process is repeated few times (typically 2-3 times) till all salient open contours are closed.

At the end, a region merging algorithm is used to merge similar regions based on a measurement that evaluates the distances of
region color and texture features, the sizes of regions, and the percentage of original boundary between the two neighboring
regions. This algorithm sequentially reduces the total number of regions each time by checking if the user’s preferred number
has been approached to the best extent. Figure 2(e) shows the result of this stage.

This image segmentation algorithm has been applied to segment about 2,500 real natural images from Corel color photo
gallery, and has resulted in visually acceptable performance on this diverse image collection. A tool which displays the seg-
mentation result and allows some minor modification is also provided (as shown in Figure 2(f)). The user can remove the
boundaries which he thinks are not necessary. Because no additional boundary is created, this task can be performed very fast.
Figure 3 shows some of the image segmentation results.
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4   EXPERIMENTS

We have implemented a system which allows users to specify a particular image region as a query, then use the color and
texture features to search similar image regions from the database. Currently our database contains 2,500 color images which
are obtained from Corel photo gallery (volume 7, nature). They are organized into 25 different categories with 100 images per
category.

(a) (b)

FIGURE 2. (a) Input image, (b) a small portion of the input image, (c)-(d) the results of boundary detection, and (e) after the
boundary connection and region merging, (f) shows the tool where the user can further improve the image segmentation result
by removing unnecessary boundaries, and (g) shows the final segmentation result.

(c)

(d)(e)

(f) (g)
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All the image features and the corresponding segmentation of these images are pre-computed and stored into the database.
The parameters for controlling the segmentation algorithm are specified on a category-by-category base. For those images
with uniform color and no texture, we specify the type of processing to “color only” and also set the scale parameter smaller
(ranging from 2 to 6 pixels) to obtain more precise object boundaries. For those images with textures such as gardens and
mountains, we use both color and texture to perform image segmentation and set a larger scale parameter (ranging from 7 to 20
pixels). The number of preferable regions is set to 6-12 for each image, and the total number of segmented regions in our data-
base is about 26,000. In other words, each image is partitioned into 10 regions on the average. Following the segmentation
process, the image region map (or logical map) is used to guide the color and texture feature extraction so that only the pixels
of same region contribute the corresponding region features. Both the region map and the region feature vector are stored as
part of the image meta-data.

Figure 4(a) shows the retrieval system which displays segmented images so that users can select one of the regions as a
query. The users can also specify the relevant importance of the color and texture features for conducting the search.
Figure 4(b) shows an image retrieval example using the region of yellow flowers with green leaves as a query. As can be seen,
the system successfully retrieves images with perceptually similar regions. Without the pre-segmentation, the global feature
representation will mix the information of irrelevant background and objects with the desirable region, so that the colors of
sky, building, river, and boat will deteriorate the retrieval performance of yellow flowers with green leaves. As a result, Image
segmentation helps in developing a better representation for region based search and indexing, and significantly improves
retrieval results compared to a global search (based on the entire image). Figure 5 provides two other retrieval examples where
the corresponding matched regions are outlined.

FIGURE 3. Examples of the image segmentation results. For color pictures, see http://vivaldi.ece.ucsb.edu/projects/ipinadl/
wei_demo/demo_segment.html.
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5   DISCUSSIONS AND FUTURE WORK

In this paper, we have presented some of our recent work in the ADL project, which include a robust and general-purpose
image segmentation scheme, a color feature representation appropriate for segmented regions, and a tool which provides
region-based search of images using both color and texture information. The proposed segmentation algorithm is shown to be
powerful and reliable in processing large and diverse collections of image data. With the capability of analyzing and represent-
ing individual image regions, the performance of image retrieval improves dramatically compared to the global search. Much
work remains to be done in evaluating the performance of image retrieval systems of this type.

Currently we are expanding the size of the database (to about 12,500 images), and developing a search mechanism which
facilitates the use of combined color and texture information, so that the retrieval can be done more efficiently. Segmentation
also will help in addressing more complex queries which include spatial relationships, another research direction that we are
pursuing at present.
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FIGURE 4. (a) A snapshot of the image retrieval system which displays images with segmented regions. The user can select
an individual region as a query to conduct the search. (b) A retrieval example using a region which contains yellow flowers and
green leaves. Color pictures are available on the web at http://vivaldi.ece.ucsb.edu/projects/ipinadl/wei_demo/demo_corel.htm.

(a)

(b)
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FIGURE 5. Examples of region-based image retrieval. Both of the query regions and the best matched regions are outlined.
For color pictures, see http://vivaldi.ece.ucsb.edu/projects/ipinadl/wei_demo/demo_corel.html.


