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Abstract

There has been much interest recently in image con-
tent based retrieval, with applications to digital libraries
and image database accessing. One approach to this prob-
lem is to base retrieval from the database upon feature
vectors which characterize the image texture. Since feature
vectors are often high dimensional, Multi-Dimensional
Scaling, or Non-Linear Principal Components Analysis
(PCA) may be useful in reducing feature vector size, and
therefore computation time. We have investigated a variant
of the non-linear PCA algorithm described in [6] and its
usefulness in the database retrieval problem. The results
are quite impressive; in an experiment using an aerial
photo database, feature vector length was reduced by a
factor of 10 without significantly reducing retrieval perfor-
mance.

1 INTRODUCTION

Systems for content based retrieval from large image
databases have been the focus of considerable recent
effort[4]1[1]. It has been shown in [2][3] that a bank of
Gabor filters can be used to generate texture feature vec-
tors which capture the frequency content of an image such
as a texture sample or a tile from an aerial photograph.
These feature vectors describe the appearance of image
tiles so well that retrieval from the database can be done by
matching feature vectors of images in the database with
the feature vector of the query image. Of course, since real
image databases are quite large, efficient search tech-
niques must be developed for practical systems. In [3] is
described a working system which uses texture feature
vectors to retrieve images from a large aerial photo data-
base, based upon a given query image. To do this effi-
ciently, a neural network is trained to divide the database
vectors into groups which have a similar appearance. This
training has a supervised stage, where class information
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about the training vectors is provided to fine tune the neu-
ral net, The result is a textiure thesaurus of representative
feature vectors, used as follows. Given a query image, one
first computes its feature vector. Then the thesaurus is
searched for the closest thesaurus vector, or code word.
This code word represents a class of images from the data-
base. Once the closest code word to the query image fea-
ture vector is found, only those database feature vectors
belonging to the code word’s class are searched for the
best matches to the query image. Use of the thesaurus cuts
down on the search time greatly without significantly
reducing retrieval performance.

However, even greater improvements in retrieval effi-
ciency are desirable. Because the database to be searched
is large and the feature vectors are of high dimension,
search complexity is still high. Promising results suggest
that non-linear PCA may be useful in reducing the dimen-
sion of the feature vectors without destroying too much of
the information they contain. Experiments show that with
a database of 1333 64x64 image tiles from 10 different
classes, non-linear PCA can project 60 dimensional fea-
ture vectors to just 6 dimensions, while maintaining very
high retrieval rates. Thus an efficient retrieval system
architecture might use neural nets to initially direct query
vectors to subclasses as described above, and then apply a
non-linear projection to a lower dimension before search-
ing the subclass for the best matches,

In the following section we describe briefly how the
texture feature vectors used in our experiments are com-
puted. See [3] for a more detailed description. After that,
we summarize how we make use of the algorithm
described in [6]. Finally, we present our results and pro-
vide a few examples comparing different retrieval meth-
ods. We close with a description of future research
possibilities.



2 FEATURE VECTORS

Image tiles of size 64x64 pixels were taken from an
aerial photograph, yielding a total database of 1333 image
tiles. These tiles were judged by eye to contain 10 similar-
ity classes.

As described in [3], a bank of 60 Gabor filters was
used to generate a feature vector for each image tile
roughly as follows. Define

Waun(% ¥) = [J105 9) Gyun(x = X1, ¥ = y1)dxydyy

where I(x,y) is the image whose feature vector we are
in the process of finding and G,,(x,y) is a Gabor kernel
with scale parameter m and orientation parameter n. In our
experiments, we used 5 scales and 6 orientations. The
components of the feature vector are then the mean and
variance of the function wy,,(x,y) defined above:

Mon = J[Wan(, y)dxdy

and

2
Cmn = A/].j(wmn_umn) dXdy
Finally, the 60 dimensional feature vectors are

[Moo> Gggs -+-» Mas» Ogs] .

3 ITERATIVE MAJORIZATION

To reduce the dimension of the feature vectors we use
the non-linear PCA technique described in [6]. The idea is
to assume that the desired projection has the form

V=WO(V)

where v, is the projected vector of dimension m, W is a

constant m by 7 matrix whose value is to be determined, ©
is an z# by 1 matrix whose entries are multivariate Gauss-
ians, and v is the feature vector to be projected. We want to
find a value of W which minimizes the cost function
defined by

o(W)=Zoy (qij'dij)2

where q;; is the distance between vy,; and vy, the projec-
tions of training points i and j, d;; is the distance between
v; and v;, the raw feature vectors, ay; is a weighting factor,
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and the sum is over all pairs of training points. We see that
¢ becomes smaller as the distances between pairs of points
in the projected space approximates the distances in the
feature vector space.

It can be shown that the loss function ¢ above is
majorized by a quadratic form:

O(W)<=G,(W, V).

This majorizing quadratic form has the property that
equality holds when V=W. The iterative procedure begins
by a random choice of W. Then we set V=W to get equal-
ity in the equation above. It is possible, by solving a linear
system of equations, to choose a new value of W, W?,
which is gnaranteed to reduce the majorizing function o,,.

Therefore we also know that W must reduce the value of

o. This completes an iteration; we set V=W, and again
solve for the next value of W to reduce the cost function
further. New W values are iteratively computed until the
cost function does not diminish appreciably between suc-
cessive iterations.

There are a few aspects of the algorithm which should
be mentioned. First, there are several parameters to adjust.
First we must select n, the dimension of ®, which is the
number of basis functions that we are summing to produce
our projection map. Next we must choose what basis func-
tions to use. If using Gaussians, there are parameters mean
W and variance o to select. Finally there is the choice of
o,;. In [6] is suggested a definition of o; which incorpo-
rates some pre-defined information about the class mem-
bership of the training data points; if v; and v; are known in
advance to belong to the same class, then oy; is defined in
such a way that the loss function tends to increase when
the distance between the projections, lv,;-v,,, is increased.
The loss function becomes a blend of two loss functions,
one which measures the degree to which the projection
map is not an isometry, and one which measures how
spread out the projected classes are. This definition of G
tends to yield a projection map in which the vectors from
the same class cluster more tightly.

In a different effort to get such clustering, we experi-
mented with an alternate definition of the cost function;

Gzzaij (qij“q)(dij))z

where the function ¢ is chosen to increase the distance
between feature vectors from distinct classes. Specifically,
we found good results defining



L +d;, if i, j from different classes

TR

./dij, if i, j from same class,

where L stands for some large value, 1.0 in our experi-
ments.

There is also the issue of computational complexity of
the algorithm, which is O(lznz), where [ is the number of
training points. For our work, we found that choosing
=400 and n=100 gave good results in a reasonable amount
of time.

4 RESULTS

To find a projection map, we randomly selected, for
use in training, 400 feature vectors from the database of
1333, We also randomly selected 100 feature vectors to
serve as the means |; of the Gaussian basis functions mak-
ing up the column vector P in equation . After finding W,
which together with ® defines the projection map, we pro-
jected all 1333 vectors from the database. Our projected
vectors were 6 dimensional.

To evaluate the quality of the projection map, each of
the database images that was not used in training was used
as a query image. For each query, the 10 closest vectors
from the database were retrieved. Ideally, the retrieved
vectors should belong to the same image class as the query
vector. We found that the average correct retrieval percent-
age considering only those images not used in training was
87%. For comparison, we also evaluated retrieval perfor-
mance using the full 60 dimensional feature vectors; we
found 90% correct retrieval. Thus a factor of 10 reduction
in the dimension did not greatly reduce retrieval perfor-
mance. For further comparison, a traditional linear PCA
was used to project the vectors to 6 dimensions. For this
linear projection we found only 28% retrieval. The results
are summarized in figure 1.

raw feature vectors, 60 90%
dimensional
non-linearly projected, 87%

6 dimensional
classical linear PCA,
6 dimensional

—
_ 28%

Figure 1: Comparison of retrieval rates.

Three examples of retrieval from the database are
shown in figure 2. The images are from an airphoto data-
base. Each airphoto is about 5K x 5K pixels and the data is
analyzed for each 64x64 pixel tile. In each example, the
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query tile is shown first. Then in (a) is shown the top five
retrievals using the full 60 dimensional vectors. This can
be compared with the top five retrievals using the 6 dimen-
sional vectors resulting from the non-linear PCA, which is
shown in (b).

5 DISCUSSIONS

The system for content based retrieval described in [2}
has two stages. The first stage matches the feature vector
of the query image with one of the code words from a the-
saurus, and the second stage then does a nearest neighbor
search of the database vectors represented by the code-
word. This system provides good retrieval, but increased
speed is always desirable. The second stage with nearest
neighbor search would be accelerated if the dimension of
the feature vectors could be safely reduced. Since our
experiments indicate that a ten-fold reduction in feature
vector length can still yield good retrieval performance,
this is one application that should be investigated.Another
possibility is to use the projection on the thesaurus code-
words, reducing their size and improving retrieval speed
accordingly.

It is also worth investigating the possibility that the
non-linear projection map can substitute for the neural net-
work classification stage of the system in [2]. To investi-
gate this possibility, initial experiments were performed on
a database of 10299 images from 60 classes. The retrieval
percentage for this initial experiment was 41%. This is not
high enough to replace the neural network classification.
However, this lower retrieval rate may be due to the fact
that only 420 vectors were used for training (the complex-
ity of the algorithm in [6] forced this small training set).

Yet another possibility is an interactive, adaptive
browsing application. The user might browse the database,
specifying by mouse clicks the training images, at the
same time supplying the group classification. Then a cus-
tom projection map would be computed based on the
user’s input, and retrieval would be according to the user’s
tastes. The algorithm in [6] is too complex for such real
time browsing on a PC. But simpler algorithms or more
powerful computers may be used in such an application. A
system using relevance feedback from the user to improve
search/retrieval results has been discussed in {7]; some
type of multi-dimensional scaling may play a helpful role.
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query image: from an orchard region.

1(b)

query image: section of a highway.

query image: buildings.

3(b)

Figure 2: Examples of image retrievals. Images
labeled (a) show the retrieval based upon the raw
feature vectors, while the images labeled (b)
show retrievals using the non-linear projected
space of dimension 6. The difference in retrievals
is usually not noticeable, and in some cases
there is better retrieval in projected space due to
class information used in training.
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